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Abstract

Spin-imbalanced Fermi gases serve as a testbed for fundamental notions and are effi-

cient table-top emulators of a variety of quantum matter ranging from neutron stars,

the quark-gluon plasma, to high critical temperature superconductors. A macro-

scopic quantum phenomenon which occurs in spin-imbalanced Fermi gases is that

of phase separation; in three dimensions, a spin-balanced, fully-paired superfluid

core is surrounded by an imbalanced normal-fluid shell, followed by a fully polarized

shell. In one dimension, the behavior is reversed; a balanced phase appears outside a

spin-imbalanced core. This thesis details the first density profile measurements and

studies on spin-imbalanced quasi-2D Fermi gases, accomplished with high-resolution,

rapid sequential spin-imaging. The measured cloud radii and central densities are

in disagreement with mean-field Bardeen-Cooper-Schrieffer theory for a 2D system.

Data for normal-fluid mixtures are well fit by a simple 2D polaron model of the free

energy. Not predicted by the model is an observed phase transition to a spin-balanced

central core above a critical polarisation.
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Introduction

1.1 Fermi gases for quantum emulation

The successful realization of degenerate atomic Fermi gases in three dimensional ge-

ometries has led to a burgeoning subfield of quantum simulation. In tandem with

rapid advances in string theory, high energy physics, condensed matter physics, and

quantum information science, to list a few areas, atomic Fermi gases [5, 6] have

emerged as tunable table-top neutral analogs to Fermi systems in bridging tempera-

ture scales approximately 19 orders of magnitude apart with an unprecedented level

of control. Thanks to magnetically tunable collisional (Feshbach) interactions, a

relatively impurity-free setting, and direct means of observing quantum phase tran-

sitions, atomic Fermi gases are a neat tool to aid our understanding of emergent

properties of interacting many-particle systems and realizing complex Hamiltonians

otherwise inaccessible in conventional settings.

Despite remarkable strides however, long-standing questions and challenges re-

main for which atomic Fermi gases may provide new insights. In high-transition tem-

perature iron-based superconductors [7, 8] and layered organic compounds [9, 10] for
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Figure 1.1: Fermi gases have emerged as efficient emulators of quantum matter
over a variety of energy scales ranging from (a) the Quark-Gluon Plasma to lay-
ered high critical temperature cuprate and organic superconductors. In particular,
quasi-two dimensional Fermi gases serve as simple model systems for understanding
the principles of organization and simulating a variety of technologically relevant
quantum materials such as (b) the iron pnictides and (c) quantum well matter [2].

example, electrons are confined in a quasi-2D geometry, creating complex, strongly

interacting many-body systems for which the phase diagrams are not well under-

stood [11]. Moreover, the quest for Fermi systems with even stronger correlations

and unique quantum phases, spurred in part by technology’s race to compactify,

urges one in search of the underlying principles of organization for matter in reduced

dimensions. In a Fermi gas, the dimensionality is set by the ratio of the axial confine-

ment to the radial chemical potential; where the axial confinement far exceeds the

radial chemical potential, the gas is kinematically 2D. When the axial confinement is

comparable to the chemical potential, one obtains a quasi-2D gas. Further relaxation

of the axial trap frequency leads to a 3D configuration.

Kinematically 2D gases pose fundamental questions in their own right, being in

the marginal dimension where particle scattering can be strongly energy dependent,

and quantum fluctuations [12] are large enough to destroy long-range order at any

finite temperature. Here, the thermodynamic properties of strongly interacting sys-

tems are well described by the behavior of few-body clusters. In two dimensions, no

true long range order exists [13, 14], but in place a meta-stable state marked by the
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proliferation of vortex-anti-vortex pairs occurs. For Fermi gases in the limit of a 2D

geometry, the binding energy about p´wave Feshbach resonances exhibits a doubly-

exponential relation, dubbed a super-Efimov state [15]. The breathing modes of a

quantum gas in 2D are known to reveal underlying hidden symmetries [16]. Further-

more, the tightly-confined Fermi gas has been proposed as a prime candidate in the

ongoing search for alternative tabletop amplitude modes [17].

Quasi-2D quantum materials exhibit a host of behavior different from that of their

three-dimensional counterparts. Ranging from layered high critical temperature su-

perconductors, heterostructures and semimetals, superlattices and dichalcogenides,

to tightly confined quantum well systems, surface states and helium-films, each ma-

terial system is host to a class of phenomena unique and distinct from its counterpart

[18]. From the perspective of dimensionality, such systems are intermediate between

two and three dimensions; while being manifestly three dimensional in structure,

their prominent layering has prompted an understanding from a two-dimensional

basis [19, 20]. In composition, an overwhelmingly large proportion of these mate-

rials are non-homogeneous, exhibiting competing phases such as superconductivity

and magnetism, normally thought not to coexist in conventional solid-state systems.

One is invariably led to ask if there might be common themes underlying the variety

of complex matter. If so, the need for a system as a basic reference and realistic

simulation naturally arises.

Taken together, the spin-imbalanced quasi-two-dimensional Fermi gas serves as

a testbed for a unique regime of parameter space to study fundamental notions in

and for the effective simulation of a class of quantum materials. At the sweep of a

radio-frequency pulse, the relative populations of two spin species are tailored at will

to comb the entire polarization spectrum as the magnetic field varies the interaction

strength. The basic underlying mechanism for superconductivity, pairing of fermions,

can be disrupted by an unequal number of pairing species when the Fermi surfaces
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Figure 1.2: To set up a standing wave optical dipole trap, a polarized incom-
ing carbon dioxide laser beam is retro-reflected on itself with a low-loss, enhanced
reflectivity Copper mirror from II-VI incorporated.

of two spin components are mismatched, leading to exotic superconducting states in

which pairs acquire finite momenta. Such spin-imbalanced Fermi mixtures can also

contain polarons, quasiparticles formed by mobile impurities in a fermionic bath.

The quantum statistics of the gas makes it a basic model for understanding the

concepts of pairing, superconductivity, superfluidity, quantum magnetism, and their

interplay in reduced dimensions. In undertaking the studies described in this thesis,

we had hoped to develop a simple guide to aid in the predictive design of a class of

next-generation quantum materials. Before proceeding further, we now turn to the

issue of a quasi-2D Fermi gas as opposed to a two-dimensional one to highlight the

regime of phase space we operate in.

1.2 Quasi-2D and 2D Fermi Gases

To implement a quasi-2D geometry for a Fermi gas employed in our experiments, we

set up a standing wave optical dipole trap composed of an incoming carbon dioxide

laser (CO2) beam (λ “ 10.6μm ) and its retroreflection as shown in Figure 1.2.

The three energy scales of a quasi-2D Fermi gas are the transverse Fermi en-

ergy, EF “ �ωK
?
2N , set by the number of atoms N (approximately 800 atoms per

pancake site) and the radial trap frequency, ωK, the two-body binding energy, Eb,
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and the trap spacing in the tightly confined axial direction hνz. The length scales

corresponding to the energy scales are respectively, the cloud Fermi radius in the

radial direction, σF “ 15μm , set by EF “ 2mω2
rσ

2
F , the scattering length, a2D set

by Eb “ �
2{ma22D, and the oscillator length lz set by lz “

b
�

mωz
“ 0.5μm in our

experiments. Since the oscillator length is small compared to the 5.3 μm spacing

between the antinodes of the standing wave trap, we neglect inter-site tunneling.

The ratio of the transverse Fermi energy relative to the axial energy spacing

governs the dimensionality of the gas. A kinematically 2D gas is one where the axial

trap spacing far exceeds the transverse Fermi energy, and all the atoms are in the

axial ground state. In 3D, the tranverse EF " hνz . A quasi-2D Fermi gas, on the

other hand, is one where the Fermi energy is comparable to or somewhat larger than

the axial trap spacing. These scenarios are illustrated in Figure 1.3. The transverse

Fermi energy determines the number of particles per axial state and can be calculated

from normalization. At this point, we emphasize that for the experiments conducted

in this thesis, where EFK “ 1.5hνz, approximately 90 percent of the atoms are in

the axial ground state with the remaining atoms in the first axial excited state at

zero temperature. Since the interparticle spacing lK9n´1{2
K is less than the dimer

size, many-body effects feature prominently, even in the strongly interacting regime,

where Eb “ 0.24hνz. In the quasi-2D gas configuration achieved in our labs, one

can tune to the 3D Feshbach resonance and have the scattering mean free path

comparable to the interparticle spacing, allowing atoms within the dimers to scatter

off each other.

As depicted in Figure 1.3, the dimensionality of a single layer is determined

by the ratio of the transverse Fermi energy EF to the energy level spacing hνz

in the tightly-confined z-direction. The system is two-dimensional if EF {hνz ! 1

or three dimensional if EF {hνz " 1. This thesis describes experiments conducted
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Figure 1.3: Distinction between a kinematically (a) 2D and (b) quasi-2D Fermi
gas. In (a), the two-dimensional Fermi energy of the gas lies within the harmonic
oscillator spacing, μK0 ă hνz, atoms occupy only the ground state. For a quasi-2D
Fermi gas as in (b), where EFK ě hνz, more than one axial state is occupied. In
the case illustrated, the chemical potential per axial state is given by μi “ μ0 ´
�ωz. Accordingly, the number of particles per axial state is determined by number
normalization, as described in Chapter Two.

in the intermediate regime where EF {hνz » 1, where the critical temperature for

pairing and superfluidity was predicted to be enhanced by relaxing the transverse

confinement and perturbing away from a true 2D system. Moreover, control of

the relative spin population permits precision studies of the phase diagram for these

quasi-2D gases, which has been a topic of intense theoretical study [21, 22, 23, 24, 25?

, 26].

1.3 Phase separation in spin-imbalanced Fermi gases

A macroscopic quantum phenomenon, which occurs in spin-imbalanced Fermi gases

is that of phase separation; studies on spin imbalanced 3D Fermi gases [27, 28] reveal

a three shell structure described by an elegant polaron model: a spin-balanced, fully-

paired superfluid core is surrounded by an imbalanced normal-fluid shell, followed

by a fully polarized shell. In analogy to a BCS superconductor under an applied
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Figure 1.4: Top: High-resolution sideport image of layered pancake-shaped atom
clouds, separated by 5.3 μm in a carbon dioxide laser standing-wave trap. Bottom: In
each pancake, confinement causes majority spins (blue-up arrow) and minority spins
(red-down arrow) to pair, producing bound dimers. Polarons form when minority
atoms scatter in the Fermi sea of the majority atoms and become surrounded by a
cloud of particle-hole pairs (dark-blue-light-blue). Tightly bound dimers also scatter,
forming dressed dimers.

Zeeman magnetic field, associating the two pairing hyperfine states with up and

down projections of the pseudo-spin 1/2, the density difference δn “ nÒ ´nÓ between

the two atomic states is isomorphic to an imposed magnetization m ” δn with the

chemical potential difference δμ “ μÒ ´ μÓ corresponding to a pure Zeeman field

h ” δμ{2. In contrast to a normal Fermi liquid that exhibits Pauli paramagnetism,

a conventional homogeneous BCS state at zero temperature remains unmagnetized

until it is destroyed at a critical Zeeman field in a first-order transition to an unpaired
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magnetized normal state [29].

In the extreme limit of spin imbalance, one obtains a single particle immersed

in a quantum many-body system, the particle “”swims” shrouded by a cloud of

excitations of its new environment [30]. Dubbed a polaron, this composite object

has the same features as the initial particle, but with modified physical properties.

To further test the robustness of pairing in light of polarisation, and the energetic

stability of the intermediate phase, one of the groups [31] realised the Fermi polaron

scenario by immersing a spin-down atom into a sea of spin-up atoms, and measured

the influence of the Fermi sea on the energy of the impurity.

In a study on an array of one-dimensional tubes [32], the behavior of phase sepa-

ration is dramatically reversed; a balanced phase appears outside a spin-imbalanced

core, in agreement with a mean-field (Bethe ansatz) model. The 1D spin-imbalanced

attractively interacting Fermi gas was described by the Gaudin-Yang model, and a

Thomas-Fermi approximation with variable chemical potential was used to calcu-

late density profiles. In both 1D and 3D cases, efforts are still ongoing for a direct

observation of the elusive Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phase [33, 34].

A natural question that arises is then how the phase diagram of a quasi-two-

dimensional cloud, containing a spin-imbalanced Fermi gas, differs from those mea-

sured in one and three dimensions. Does phase separation occur? If so, what sepa-

rates? Unlike a 3D gas in free space, a two-dimensional (2D) gas naturally contains

confinement-induced bound dimers. The binding energy of these dimers, Eb ě 0, sets

the natural scale for scattering interactions in 2D systems [35, 36, 37]. 2D polarons

[38] also may be important for a quasi-2D Fermi gas [39]. The phase diagram for

imbalanced mixtures in this regime is therefore likely to be very rich [40, 41, 42],

involving the interplay and phase separation of several components including dimer

gases, polaron gases, and spin-imbalanced normal fluids, as shown in Figure 1.4.

Exotic components with spatially modulated superfluids (FFLO states) and vortex-

8



anti-vortex pairs (Berezinskii-Kosterlitz-Thouless [43, 44] states) also have been pre-

dicted for 2D and quasi-2D Fermi gases.

As depicted in Figure 1.3, the dimensionality of a single layer is determined

by the ratio of the transverse Fermi energy EF to the energy level spacing hνz

in the tightly-confined z-direction. The system is two-dimensional if EF {hνz ! 1

or three dimensional if EF {hνz " 1. This thesis describes experiments conducted

in the intermediate regime where EF {hνz » 1, where the critical temperature for

pairing and superfluidity was predicted to be enhanced by relaxing the transverse

confinement and perturbing away from a true 2D system. Moreover, control of the

relative spin population permits precision studies of the phase diagram for these

quasi-2D gases, which has been a topic of intense theoretical study.

1.4 Manipulating the internal states of 6Li

The alkali metal employed in our laboratories for atom cooling and trapping ex-

periments is an isotope of lithium, 6Li. An atom of 6Li is composed of 3 protons,

3 neutrons, and 3 electrons, yielding an overall charge neutral atom. The nuclear

ground state has nuclear spin I = 1, while the electronic ground state consists of 2

electrons in the 1s orbital and a third, unpaired electron in the 2s orbital. The total

angular momentum quantum number F arises from the sum of nuclear, orbital, and

electron spins. In the electronic ground state, (I “ 1, L “ 0, and S “ 1{2), angu-
lar momentum addition yields two possible values for the total angular momentum,

F=3/2 and F=1/2.

1.4.1 Hyperfine states of 6Li

The fine structure of 6Li arises from the magnetic dipole interaction between the elec-

tronic spin angular momentum, S , and the orbital angular momentum, L, resulting

in a total angular momentum of J “ L ` S. This interaction results in a splitting
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of the 2P excited state and two from the ground state transitions into D1 and D2

lines indicated in Figure 1.5. In Russell-Saunders notation, the lines correspond to

the 22S1{2 Ñ 22P1{2 and 22S1{2 Ñ 22P3{2 transitions, respectively.

Hyperfine splitting of the ground and excited states arises from the interaction

between the valence electron and the magnetic and quadrupole moments of the non-

spherically symmetric nucleus. The Hamiltonian of the hyperfine interaction includes

both the nuclear magnetic dipole and nuclear electric quadrupole interactions. In the

absence of a magnetic field, the total angular momentum F “ I`S is conserved and

the F=1/2 manifold of the ground state is two-fold degenerate, with spin projections

mF “ ˘1/2, while the F=3/2 manifold of the ground state is four-fold degenerate,

with spin projections mF “ ˘3/2, mF “ ˘1/2.

1.4.2 Zeeman splitting in an external B-field

The application of an external magnetic field lifts this degeneracy, resulting in six

distinct eigenstates given by the solution to the Breit-Rabi equation

Hint “ ahf
�2

S ¨ I ` μB

�

´
ggndJ S ` gII

¯
¨ B, (1.1)

where ahf{h=152.137 MHz is the magnetic dipole constant and ggndJ =2.002 is the

total electronic g-factor for the 6Li ground state, gI=-0.000448 is the total nuclear

g-factor, μB is the Bohr magneton, and B is the external applied magnetic field.

Using the basis kets |mS mIy, with mS and mI denoting the electronic spin pro-

jection and nuclear spin projection respectively, the eigenstates of equation (1.1)

are:

|1y “ sinΘ`

ˇ̌̌
ˇ12 0

F
´ cosΘ`

ˇ̌̌
ˇ´ 1

2
1

F
(1.2)
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Figure 1.5: Fine structure and hyperfine structure of 6Li. The intraatomic inter-
actions responsible for the splittings are explained in the main text.

11



|2y “ sinΘ´

ˇ̌̌
ˇ12 ´ 1

F
´ cosΘ´

ˇ̌̌
ˇ´ 1

2
0

F
(1.3)

|3y “ sinΘ´

ˇ̌̌
ˇ´ 1

2
´ 1

F
(1.4)

|4y “ cosΘ´

ˇ̌̌
ˇ12 ´ 1

F
` sinΘ´

ˇ̌̌
ˇ´ 1

2
0

F
(1.5)

|5y “ cosΘ`

ˇ̌̌
ˇ12 0

F
` sinΘ`

ˇ̌̌
ˇ´ 1

2
1

F
(1.6)

|6y “ cosΘ`

ˇ̌̌
ˇ12 1

F
(1.7)

where the coefficients sinΘ˘ and cosΘ˘ are magnetic field dependent and obey the

relations

sinΘ˘ “ 1a
1 ` pZ˘ ` R˘q2{2 (1.8)

cosΘ˘ “
b
1 ´ sin2Θ˘ (1.9)

Z˘ “ μBB

ahf
pggndJ ´ gIq ˘ 1

2
(1.10)

R˘ “ apZ˘q2 ` 2 (1.11)

The energy eigenvalues En associated with the eigenstates n are

E1 “ ´1

4

`
ahf ´ 2gIμBB ` 2ahfR

`˘
(1.12)
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E2 “ ´1

4

`
ahf ` 2gIμBB ` 2ahfR

´˘
(1.13)

E3 “ ahf
2

´ μBB

2

´
2gI ` ggndJ

¯
(1.14)

E4 “ 1

4

`´ahf ´ 2gIμBB ` 2ahfR
´˘

(1.15)

E5 “ 1

4

`´ahf ` 2gIμBB ` 2ahfR
`˘

(1.16)

E6 “ ahf
2

` μBB

2

´
2gI ` ggndJ

¯
(1.17)

The hyperfine energy eigenvalues of the 6Li ground state are plotted in frequency

units versus applied magnetic field in Gauss in Figure 1.6. As the magnetic field

increases, the original degenerate states split into six different states, with approx-

imately linear hyperfine energy shifts of -1.4 MHz / G for the three lowest states.

The energy differences between energy levels correspond to resonant radiofrequency

transitions which we could drive for the purposes of magnetic field calibration as well

as a microscopic probe of pairing interactions.

In a two-component Fermi gas, the |1y state has total angular momentum spin

projection mF “ 1
2
and the |2y state has mF “ ´1

2
. By considering equations

(1.10) and (1.11), we see that cosΘ˘ becomes very close to unity at magnetic fields

higher than 300 G. Hence, when we discuss a two-component mixture of the three

lowest hyperfine states at high magnetic fields, typically greater than 700 G, we

are considering a mixture of atoms which is very nearly electron-spin polarized,

interacting via a triplet electronic potential.
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Figure 1.6: Zeeman splitting of the hyperfine energy eigenvalues of the 6Li ground
state in frequency units versus applied magnetic field in 104 Gauss. Eigenstates are
labelled in order of increasing energy.

In the ground state of 6Li, the total angular momentum spin projection mF “
mS `mI is conserved for s´wave collisions. Close to zero magnetic field, a collision

between atoms in the |1y and |4y states releases a total energy of approximately hˆ
228 MHz, or 10 mK. However, since the starting temperatures for our experiments are

approximately 100 nK after evaporative cooling, an approximately |1y-|2y mixture

is an energetically stable combination of states, where the higher states are not

occupied.

1.5 Magnetically tunable interactions in Fermi Gases

A handy and crucial experimental knob employed in a large number of atomic physics

experiments is that of a Feshbach resonance. At the sweep of a magnetic field, the en-

ergy of a closed, diatomic molecular bound state can be Zeeman tuned relative to the

open-channel atomic continuum, providing an unprecedented level of interaction con-
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Table 1.1: Feshbach resonances of 6Li. The first column indicates the incoming
scattering channel, the second column lists the partial wave, l. This is followed by
the resonance B-field location, the width Δ, the background scattering length abg,
and the differential magnetic moment δμ in units of the Bohr magneton μ0 [1].

Scattering Channel l B (G) ΔpGq abg/a0 δμ{μB

(1-2) s 832.2 -300 -1405 2.0
(1-3) s 690.4 -122.3 -1727 2.0
(2-3) s 811.2 -222.3 -1490 2.0
(1-2) s 543.25 0.1 60 2.0
(1-1) p 159.14 na na 2.0
(1-2) p 185.09 na na 2.0
(2-2) p 214.94 na na 2.0

trol, limited only by magnetic field range and stability [45]. In the context of Fermi

gases in a three-dimensional geometry, this had led to several studies scanning the

fermionic pairing spectrum between the Fermi-surface momentum pairing regime of

weakly interacting Cooper pairs to the coordinate space pairing regime of condensed

diatomic molecules, both within our group and elsewhere. The atomic species used

in our labs, 6Li, has s- and p-wave Feshbach resonances; Table I provides values

of the resonance locations, resonance widths, and background scattering lengths for

reference. Due to the fermionic nature of 6 Li, even-state (l “ 0, 2, 4, ...) scattering

occurs only between non-identical hyperfine states. The experiments described in

this thesis are conducted about the broad s-wave Feshbach resonance centered at

832.2 G [46], to which we now turn our attention.

The lithium atoms in the different hyperfine spin states of |1y and |2y interact

via either a singlet or triplet molecular potential for s-wave scattering. Antisymme-

try of the overall fermion (two-atom) wavefunction implies one of two cases: (i) a

symmetric spatial wavefunction and anti-symmetric spin wavefunction or (ii) an an-

tisymmetric spatial wavefunction and a symmetric spin wavefunction. A symmetric
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spatial wavefunction allows for a finite electron density between paired atoms, effec-

tively shielding the nuclei of the component atoms from repulsive forces. This results

in the singlet potential being much deeper than the triplet potential. As shown in

Figure 1.6, the application of an external magnetic field allows the energy of colliding

atoms, unbound in the triplet state, to be tuned to degeneracy with a bound state

in the singlet potential. The triplet potential is usually termed the ”open channel”

while the singlet potential is the ”closed channel”. The difference, δμ , between the

magnetic moments of the separated atoms and that of the bare bound state results

in a magnetically tunable energy detuning of the form

�ΔE “ δμpB ´ Bcq (1.18)

where �ΔE is zero at a magnetic field equal to Bc.

The broad Feshbach resonance can be calculated from parameters of the sin-

glet and triplet potentials, which are determined by radio-frequency spectroscopy of

weakly bound 6Li molecules. The Feshbach resonance is parametrized as a function

of magnetic field by [47]

aspBq “ abg

ˆ
1 ` Δ

B ´ B0

˙
p1 ` α pB ´ B0qq (1.19)

where abg “ ´1405 a0, is the off-resonant background scattering length associated

with the last-bound (ν “ 38) vibrational level of the open channel and a0 is the

Bohr radius. The scattering length diverges (a Ñ ˘8) at the resonance field B0 “
832.149G [47], with a resonance width of Δ “ 300 G. The first-order correction

parameter is α “ 0.00040 G ´1. More recently, precision studies on spin segregation in

our group have narrowed the zero crossing of the scattering length to be 527.5˘0.2G

[48]. Near the Feshbach resonance, the scattering length as is much larger than the

average interparticle spacing, l, between 6Li atoms at our trap densities. Thus, the
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Figure 1.7: Pictorial representation of a Feshbach resonance. Application of an
external magnetic field Zeeman tunes the triplet potential (blue curve) relative to the
singlet potential (green curve). On resonance, the topmost ν = 38 bound molecular
state of the singlet potential (shown as a red line) is degenerate with the energy of
two colliding atoms in the singlet channel.

diverging scattering length and potential range, R0, satisfy

as ÝÑ 8 ąą l ąą R0 ÝÑ 0 (1.20)

This condition ensures that the local macroscopic behavior of such systems at

resonance B “ B0 only depends on the local density and temperature.

1.6 Thesis outline

This thesis presents investigations on a spin-imbalanced quasi-two dimensional Fermi

gas of 6Li, where the ratio of the ideal gas transverse Fermi energy EFK to the energy

level spacing hνz of the tightly confining potential is held nominally constant, with

EFK » 1.5hνz. In this regime, the system is not strictly 2D, but is far from 3D, as
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at most the first few oscillator states are relevant for many-body predictions.

In this chapter, we have provided a brief introduction to the rapidly evolving field

of Fermi gases, and their application in quantum simulation. This was followed by a

general discussion of spin-imbalanced Fermi gases, and an introduction to the alkali

metal employed for our experiments, 6Li, its electronic ground state and hyperfine

levels that arise in an external magnetic field, and the Feshbach resonances of the

atomic species. We introduced the length and energy scales that provide the distinc-

tion between a kinematically two-dimensional gas, and the quasi-two-dimensional

regime we work in, where the Fermi energy of the gas is comparable to the axial

energy level spacing.

Chapter 2 covers the basic properties of the non-interacting Fermi gas in two

and three dimensions, in particular the local and global thermodynamic quantities,

which set the scales for our measurements. We present a temperature calibration for

spin-imbalanced samples.

In Chapter 3, we proceed to investigate the physics of bound states, and two-

body and many-body physics in a two-dimensional gas. In particular, we discuss the

binding energy of 2D dimers, and provide some predictions of 2D Bardeen-Cooper-

Schrieffer (BCS) theory. A previous radio-frequency spectroscopy experiment con-

ducted by our group [39] which highlighted the inadequacies of mean-field theory

will be described, followed by a comparison of results with the noninteracting Fermi

gas in 2D and 2D BCS theory. This will be followed by a non-interacting 2D-polaron

picture which neatly explains the spectral shifts in the radio-frequency spectra.

The reader interested in experimental details of the experiment, notably the opti-

cal set-up for the production of a Fermi gas, high-resolution imaging, rapid sequential

pulse sequencing, the preparation of a spin-imbalanced mixture, magnetic field cal-

ibration will find more detail in Chapter 4. Inspired by the success of the polaron

picture of the rf spectra for a quasi-2D Fermi gas in Chapter 3, we develop the ther-
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modynamics of the polaron model in Chapter 5; from a simple two-fluid model, we

derive theoretical radii, and densities for both spin-imbalanced and spin-balanced 2D

Fermi gases. This will be followed by a detailed comparison of the 2D polaron model

to data obtained for a range of magnetic fields in Chapter 6; the failure of the 2D

polaron model, in particular the observed transition to a spin-balanced core above a

critical polarisation is presented as well.

We then conclude this thesis in Chapter 7 with a summary and an outlook for

future work.
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2

Ideal 2D and 3D Fermi Gases

A great deal of the concepts employed in studying the thermodynamics of strongly

interacting Fermi gases relies on our knowledge of non-interacting gases. In a cold

atom experiment, both extremes of interaction are easily accessible with the sweep

of a magnetic field. The first part of this chapter describes from first principles the

thermodynamics of ideal 3D and 2D Fermi gases in a harmonic trap. These serve

as a point of reference in spectroscopic and thermodynamic studies where measured

column densities are fit to theoretical profiles to extract the atom number and mean

square cloud size in thermal and quantum degenerate regimes. Moreover, since the

polaron description we adopt to describe a quasi-2D Fermi gas is essentially a system

of two ideal interpenetrating two-dimensional gases with a polaron energy density

term to account for interparticle scattering, an understanding of thermodynamic

contributions from ideal gases is relevant.

In this chapter, we will derive expressions for the density of states of harmoni-

cally trapped two- and three- dimensional [49] gases, which then allows us to obtain

simple expressions for the number of atoms and the Fermi energy. To highlight an

application of the thermodynamic concepts introduced, we present an approximate
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temperature measurement scheme for interacting gases relying on non-interacting

Fermi gas results at the end of the chapter. We use this method to calibrate the

temperature of our strongly interacting quasi-2D Fermi gases for the experiments

described in Chapters 5 and 6.

Throughout this treatment, we assume that the local density approximation

(LDA) is valid, i.e., that the trapping potential varies smoothly and slowly enough

and that a small volume of the trapped atom cloud contains enough atoms for it to

be approximated by a locally homogeneous Fermi system. It should be noted that

while these approximations will break down at the edges of the clouds, much of our

experimental work supports the validity of the LDA for our trap conditions.

2.1 Local thermodynamic quantities of an ideal 3D Fermi gas

We recall that the Fermi occupation number for an orbital with energy ε is given by

the Fermi-Dirac distribution

fpε, μ, T q “ 1

1 ` exp
´

ε´μ
kBT

¯ , (2.1)

where ε is the energy of an orbital, μ is the chemical potential, kB is Boltzmann’s

constant and T is the temperature. An interacting Fermi gas is altered relative to a

classical gas at the same temperature due to the Pauli exclusion principle, inherent

in equation (2.1). Consider N identical fermions of mass m in a general anisotropic

trap, with a single-particle Hamiltonian

Hpr, pq “ 1

2M

“
p2x ` p2y ` p2z

‰ ` Mω2
x

2
x2 ` Mω2

y

2
y2 ` Mω2

z

2
z2 (2.2)

where ωx, ωy are the trap frequencies in the radial direction and ωz is the trap

frequency in the axial direction.
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2.1.1 Ideal 3D Fermi Gas at Zero Temperature

As the density profile of the trapped Fermi gas can be considered as a continu-

ous distribution, we begin by deriving an expression for the density of states for a

harmonically trapped gas. The discrete energy eigenvalues for a three-dimensional

harmonic oscillator are given by

ε “ �

„
ωx

ˆ
nx ` 1

2

˙
` ωy

ˆ
ny ` 1

2

˙
` ωz

ˆ
nz ` 1

2

˙j
. (2.3)

Here, the ni take on nonnegative integer values, and the ωi denote trap frequencies

in the i “ x, y, z directions . If we suppress the zero-point energy factors of 1/2 in

(2.3), we have

ε “ � pωxnx ` ωyny ` ωznzq . (2.4)

The total number of states is given by the three-dimensional volume Ω in eigenenergy

space

Ω “ 1

3
ˆ nmax

z ˆ
ˆ
1

2
nmax
x ˆ nmax

y

˙
, (2.5)

with the nmax
i factors representing the values where nmax

j “ nmax
k “ 0 and vice-versa.

From (2.4), we see that

nmax
i “ ε

�ωi

. (2.6)

Substituting (2.29) into (2.5) we obtain

VDOS “ ε3

6p�ω̄q3 , (2.7)
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where the geometric mean of the trap oscillation frequencies is given by ω̄ “ pωxωyωzq1{3.

Taking the derivative of (2.7) with respect to energy yields the three-dimensional

density-of-states for a harmonic trap

gpεq “ ε2

2p�ω̄q3 . (2.8)

We proceed to determine the atom number and Fermi energy. Denoting by NÒ

the total number of particles per spin state in a two-component Fermi gas, we obtain

by number normalization

NÒ “
ż 8

0

gpεqfpεqdε, (2.9)

which leads, in a three-dimensional harmonic trap, to

NÒ “ 1

2p�ω̄q3
ż 8

0

ε2dε

exp
´

ε´μ
kBT

¯
` 1

. (2.10)

At zero temperature, the Fermi occupation number becomes unity for all energy

levels below the Fermi energy εF and 0 for all energy levels above the Fermi energy.

Equation (2.10) then simplifies to

NÒ “ 1

2p�ω̄q3
ż εF

0

ε2dε “ ε3F
6p�ωKq3 . (2.11)

Upon rearrangement, the Fermi energy for a noninteracting Fermi gas in a 3D har-

monic trap with NÒ particles per spin state is seen to be

εF “ p6NÒq1{3
�ω̄, (2.12)

with a corresponding Fermi temperature

TF “ εF
kB

“ p6NÒq1{3
�ω̄

kB
. (2.13)
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The Thomas-Fermi radius of a three-dimensional ideal trapped gas, RTF

RTF “
d

2EF

Mω2
r

“ p48NÒq1{6σ̄, (2.14)

where σ̄ “ p�{Mωrq1{2 is the radial width of the Gaussian ground state of the trap.

To determine the average energy per particle for a harmonically confined Fermi

gas, we note that

EpT q “
ż 8

0

εgpεqfpεqdε. (2.15)

Using (2.8) in (2.38) for the density of states in three dimensions,

EpT q “ 1

2p�ω̄q3
ż 8

0

ε3dε

exp
´

ε´μ
kBT

¯
` 1

. (2.16)

Similar to our derivation of equation (2.39) for a gas at zero temperature,

Ep0q “ ε4F
8p�ω̄q3 . (2.17)

Hence, the energy per particle is seen to be

Ep0q
NÒ

“ 3

4
εF . (2.18)

2.1.2 3D Spatial Distribution at Zero Temperature

In the local density approximation, the total number of states, dN , is given by the

box normalization condition

dNÒ “ dV

p2πq3d
3k. (2.19)

Taking an integral over momentum space on both sides of equation (2.19) up to the

Fermi wavevector
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ΔNÒ “ ΔV

p2πq3
ż kF

0

4πk2dk. (2.20)

The local density is thus seen to be

nÒ “ ΔNÒ
ΔV

“ k3F
6π2

. (2.21)

Rearranging equation (2.44) gives the local Fermi wavevector

kF “ `
6π2n

˘1{3
, (2.22)

where we recall that the local Fermi energy is given by εF prq “ �
2kF prq2
2m

. By energy

conservation,

εF prq “ εF p0q ´ Uprq “ εF p0q
„
1 ´ Uprq

εF p0q
j
. (2.23)

Equating the trap potential 1
2
mω2

i σ
2
i to the Fermi energy at the trap center, εF p0q,

we obtain σ2
i “ 2εF p0q

mω2
i
. The local Fermi energy can then be written as

�
2k2F
2m

“ εF p0q
„
1 ´ r̃2

σ2

j
. (2.24)

where r̃2 “ a
x2 ` y2. Thus, it can be seen that the local density n is

n “ 1

6π2

ˆ
2mεF p0q

�2

˙3{2 ˆ
1 ´ r̃2

σ2

˙3{2
. (2.25)

2.2 Local thermodynamic quantities of an ideal 2D Fermi gas

In the experimentally relevant scenario of a tightly-confining standing wave dipole

trap, where ωz " ωx, ωy, the axial degrees of freedom are frozen out, all atoms
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are in the ground axial state and particle motion is restricted to the radial plane.

A convenient two-dimensional basis results if one neglects the axial (z) degree of

freedom in equation (2.2).

The energy eigenvalues for a two-dimensional harmonic oscillator with trap os-

cillation frequencies ωi, for i “ x, y are given by

ε “ �

„
ωx

ˆ
nx ` 1

2

˙
` ωy

ˆ
ny ` 1

2

˙j
. (2.26)

Here, the ni take on nonnegative integer values. If we suppress the zero point energy

factors of 1/2 in (2.26), we have

ε “ � pωxnx ` ωynyq . (2.27)

The total number of states is given by the area Ω in eigenenergy space, where

Ω “ 1

2
ˆ nmax

x ˆ nmax
y , (2.28)

with nmax
x as the coordinate value where nmax

y “ 0 and vice-versa. From (2.27), we

see that

nmax
x “ ε

�ωx

; nmax
y “ ε

�ωy

. (2.29)

Substituting (2.29) into (2.28) we obtain

ΩDOS “ ε2

2p�ωKq2 . (2.30)

We note that ωK “ ?
ωxωy. Taking the derivative of (2.31) with respect to energy

yields the two-dimensional density-of-states for a harmonic trap

gpεq “ ε

p�ωKq2 . (2.31)
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2.2.1 Ideal 2D Fermi Gas at Zero Temperature

Denoting by N the total number of particles per spin state in a two-component Fermi

gas, we obtain by number normalization

NÒ “
ż 8

0

gpεqfpεqdε, (2.32)

which leads, in a two-dimensional harmonic trap, to

NÒ “ 1

p�ωKq2
ż 8

0

εdε

exp
´

ε´μ
kBT

¯
` 1

. (2.33)

At zero temperature, the Fermi occupation number becomes unity for all energy

levels below the Fermi energy εF and 0 for all energy levels above the Fermi energy.

Equation (2.33) then simplifies to

NÒ “ 1

p�ωKq2
ż εF

0

εdε “ ε2F
2p�ωKq2 . (2.34)

Upon rearrangement, the Fermi energy for a noninteracting Fermi gas in a 2D har-

monic trap with N particles per spin state is seen to be

EF “ �ωK
a
2NÒ, (2.35)

with a corresponding Fermi temperature

TF “ EF

kB
“ �ωK

?
2N

kB
. (2.36)

The excursion of a particle with total energy EF in the trap potential sets the char-

acteristic size of the ideal trapped gas, which we denote by the Thomas-Fermi radius,

RTF , where
1
2
Mω2KR2

TF “ EF implies

RTF “
d

2EF

Mω2
r

“ p8Nq1{4σr, (2.37)
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where σr “ p�{Mωrq1{2 is the radial width of the Gaussian ground state of the

trap. For large N, the width of the degenerate Fermi cloud is much greater than the

quantum length σr, and the Fermi energy is much greater than the level spacing of

the trap due to the Pauli repulsion between fermions.

To determine the average energy per particle for a harmonically confined Fermi

gas, we note that

EpT q “
ż 8

0

εgpεqfpεqdε. (2.38)

Using (2.33) in (2.38) for the density of states in two dimensions,

EpT q “ 1

p�ωKq2
ż 8

0

ε2dε

exp
´

ε´μ
kBT

¯
` 1

. (2.39)

Similar to our derivation of equation (2.39) for a gas at zero temperature,

Ep0q “ E3
F

3p�ωKq2 . (2.40)

Hence, the energy per particle is seen to be

Ep0q
NÒ

“ 2

3
EF . (2.41)

To provide the reader with a sense of temperature and length scales involved, we

note that for the experiments, with approximately 800 atoms per trap at a tempera-

ture of T {TF ă 0.21 and with harmonic oscillation frequencies ωK “ 2πˆ440 Hz and

ωz “ 2π ˆ 9.0 kHz , we obtain an axial energy level trap spacing of hνz “ 0.43μK ,

a Fermi energy of 0.85μK, and a Thomas-Fermi radius of RTF “ 17.5μm.
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2.2.2 2D Spatial Distribution at Zero Temperature

At zero temperature in a two-dimensional trap, we may define a ”local” Fermi

wavenumber kf prq by

�
2k2F
2M

` V prq “ EF , (2.42)

where V prq is the trap potential. The number of quantum states in an area L2d2k

of phase space is

dN “ L2d2k

p2πq2 . (2.43)

Integrating both sides of this equation results in the local density nKprq “ N
L2

nprq “
şkF prq
0

2πkdk

p2πq2 “ k2F prq
4π

. (2.44)

Using the LDA, equation (2.42) takes the form

εF prq ` Uprq “ εF p0q, (2.45)

where the local chemical potential εF prq “ �
2k2F prq
2M

leads to

εF prq “ 2π�2

m
nKprq. (2.46)

In equation (2.45), Uprq “ 1
2
mw2

x ` 1
2
mw2

y the trap potential and εF p0q the chemical

potential at the center of the trap. On rearranging terms in equation (2.45), one

obtains

εF prq “ εF p0q
„
1 ´ Uprq

εF p0q
j
, (2.47)

or alternatively,

�
2k2F
2m

“ εF p0q
„
1 ´ x2

σ2
x

´ y2

σ2
y

j
, (2.48)
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where σi “
b

2εF p0q
mω2

i
. Using the substitutions ωxx “ w̄x̃ and ωyy “ w̄ỹ with ω̄ “

pωxωyq1{2, we see that ω̄2 ¯̃r2 “ ω2
xx

2 ` ω2
yy

2. Equation (2.48) can thus be written as

�
2k2F
2m

“ εF p0q
„
1 ´ r̃2

σ2

j
. (2.49)

A further substitution for n leads to

npr̃q “ m

2π�2
εF p0q

ˆ
1 ´ r̃2

σ2

˙
, (2.50)

with nKp0q “ m
2π�2

εF p0q. An expression we shall encounter several times in later

chapters is the local Fermi energy, given by

εF pρq “ 2π�2{m ˆ nKpρq. (2.51)

Note that in equation (2.50), n(r) vanishes where r ą RF with ρ being the radius

ρ “ px2 ` y2q 1
2 . (2.52)

From number normalisation, taking the integral of the density radially gives the total

number of atoms N , i.e. ,

ż RTF

0

2πr̃dr̃nKpr̃q “ N. (2.53)

Plugging equation (2.50) into equation (2.53) yields

mεF p0q
�2

R2
TF

2

„
1 ´ R2

TF

2σ2
r

j
“ N, (2.54)

which we identify to be similar to equation (2.35). Hence, we see that

εF p0q “ EF “ �ωK
a
2NÒ. (2.55)
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2.3 Temperature Calibration of a Quasi-2D Fermi Gas

Having explored the basic thermodynamic concepts, we now apply our knowledge to

obtain an estimate for the temperature of the clouds. In essence, we compare the

measured one-dimensional column density profiles with that obtained in the local

density approximation for an ideal Fermi gas. To account for the anharmonicity of

the shallow optical trap used in the experiments, we assume a Gaussian trapping

potential of the form

U pρq “ U0

ˆ
1 ´ e

´mω2Kρ2

2U0

˙
, (2.56)

where U is the trap depth and ω is the transverse harmonic oscillation frequency for

an atom of mass m. For large U0, Upρq Ñ 1
2
mω2Kρ2.

The two-dimensional density at radius ρ is readily obtained by integrating the

ideal Fermi gas occupation number with the density of transverse kinetic energy

states per unit area

ΔN

L2
“

ż 8

0

2πkdk

p2πq2 fppqpdp. (2.57)

with k “ p{�. For each axial state n,

nn
2Dpρq “

ż 8

0

2πpdp

p2π�q2
Θ

”
U0 ´ p2

2m
´ Upρq

ı
e

1
kBT

”
p2

2m
`Upρq´μn

ı
` 1

. (2.58)

where ΘrU0 ´ p2

2m
´ Upρqs ensures that the total E ă U0 relative to the bottom of

the trap. The chemical potential for axial state n relative to the ground state, μn is

μn “ μ0 ´ pEn ´ E0q “ μ0 ´ n�ωz. (2.59)
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Since the kinetic energy q “ p2

2m
, we see that dq “ pdp

m
or alternatively pdp “ mdq.

For trapped atoms, the integral extends from zero kinetic energy up to maximum

q “ p2

2m
“ U0 ´ Upρq . Substitution in equation (2.58) results in

nn
2Dpρq “ m

2π�2

ż 8

0

dq
Θ rU0 ´ Upρq ´ qs
e

1
kBT

rq`Upρq´μns ` 1
. (2.60)

We note that as the ideal gas Fermi energy is larger than the axial energy level

spacing, an evaluation of the integral leads to the spatial profile for each occupied

axial state, n,

nn
2Dpρq “ mkBT

2π�2
ln

»
–1 ` e

μn´Upρq
kBT

1 ` e
μn´Up0q

kBT

fi
fl . (2.61)

In the low temperature limit T Ñ 0, the expression 1` e
μn´U0
kBT Ñ 1 and for the axial

states of interest, with U " μn, ln
”
1 ` e

μn´U
kBT

ı
Ñ 0. Hence, the two-dimensional

density profile in equation (2.61) reduces to a Thomas-Fermi profile given by

n
pnq
2Dpρq “ m

2π�2
rμn ´ UpρqsΘ rμn ´ Upρqs . (2.62)

For an ideal single component Fermi gas with N atoms, we normalize energy scales

to the Fermi energy EF “ �ωK
?
2N and length scales to the corresponding Fermi

radius, R “ RTF “ p8Nq1{4p�{mωKq1{2 , resulting in T̃ “ kBT {EF and Ũ “ U{EF .

Similarly, the chemical potential for each axial state is μ̃n “ μ̃0 ´ n�ωz{EF , where

the global chemical potential μ̃n “ μ̃0 ´ n�ωz{EF is referred to the ground state

energy. Equation (2.61) then becomes

nn
2Dpρq
N

“ 2

π

1

R2
T̃ ln

«
1 ` e

μ̃n´Upρ̃q
T̃

1 ` e
μ̃n´Up0q

T̃

ff
. (2.63)
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For a zero temperature single component Fermi gas in the axial ground state of

a harmonic trap, equation (2.61) reduces to

n2Dpρq
N

|T“0 “ 2

π

1

R2
TF

ˆ
1 ´ ρ2

R2
TF

˙
Θ rRTF ´ ρs . (2.64)

In equation (2.64), we note that the normalisation factors of 2{πR2
TF is dimensionally

consistent with the number per unit area for the two-dimensional density. As a check,

we note that by normalisation

ż RTF

0

2πρdρn2Dpρq “ 1. (2.65)

Performing an integration over both sides of equation (2.64) with the change of

variables u “ ρ2{R2
TF leads to

4

ż 1

0

du

2
p1 ´ uq, (2.66)

which we readily verify to be 1.

While we have described two-dimensional densities so far, it is the column densi-

ties which are obtained through high resolution imaging; an imaging beam incident

on an atomic cloud projects out information along the direction it is incident from

(y), generating an image in the x-z plane. The column density provides information

along the radial direction. This is clearly shown in Figure 2.1. As a straightfor-

ward application, we see that the integral of the 2D zero-temperature Thomas-Fermi

density profile in equation (2.62) from 0 to 8 yields

ncpxq|T“0 “ N

RTF

ˆ
1 ´ x2

R2

˙3{2
Θ rRTF ´ |x|s , (2.67)

with the normalization factor of 1{RTF dimensionally consistent with the number

per unit length for the one-dimensional column density.
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z

x

Site spacing of 5.3 μm

(a) (b)
Figure 2.1: In the spatial configuration for high-resolution absorption imaging
adopted (a) a pulse of light propagating along the y-direction projects out the x-z
plane. A typical absorption image obtained, with the individual pancakes spaced
5.3 μm apart, is shown in (b). Since the axial (z) direction is tightly confining, the
column density gives information in the radial direction.

To compute column density profiles in general, we first determine the chemical

potential as a function of T {TF by normalization

N “
ÿ
n

Nn, (2.68)

where

Nn “
ż 8

0

2πρ dρ n
pnq
2Dpρq. (2.69)

In units of the central density n0 “ m
2π�2

EF “ 2N
πR2

TF
, equation (2.69) can be written

as

Nn “ 2πR2
TFn0

ż 8

0

dρ̃ρ̃ñ
pnq
2Dpρ̃q, (2.70)

where ρ̃ “ ρ{RTF . We note that the prefactor 2πn0R
2
TF “ 2E2

F

mω2K
“ 4N using n

pnq
2D “
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Table 2.1: Fraction of particles per axial state, assuming an occupation of three axial
states at T {TF of 0.21. For this calculation, we used a trap depth of 3.88 EF , and an
axial level spacing of 0.505 EF . The Mathematica program used to calculate axial
populations is provided for reference in Appendix A.

Axial State n Fraction of particles
0 0.781
1 0.192
2 0.027

n0ñ
pnq
2D . The fraction of particles in axial state n is then simply determined from the

equation

Nn

N
“ 4

ż 8

0

dρ̃ρ̃ñn
2Dpρ̃, T̃ q. (2.71)

Table 2.1 shows the computed fraction of particles for T {TF of 0.21, assuming an

occupation of three axial states. In our experiments, with approximately 800 particles

per site, one obtains a Fermi energy of 0.85 μK, a trap potential depth of 3.3 μK,

and an axial trap spacing of 0.43 μK. In terms of the Fermi energy, the trap depth

is 3.88 EF , while the axial trap spacing works out to be 0.505 EF .

The corresponding one-dimensional column densities can then be obtained by

integration of the two-dimensional densities

npnq
c pxq “ 2

ż 8

0

dyn
pnq
2Dpa

x2 ` y2q, (2.72)

which in units of the Thomas-Fermi radius, RTF ,yields

npnq
c pxq “ RTFn0 2

ż 8

0

dỹñn
2Dpa

x̃2 ` ỹ2q, (2.73)

where we note that the prefactor n0RTF “ m
2π�2

2E2
F

mω2K
“ 2N

πRTF
. Hence, the atom
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number-normalized one-dimensional column density is

npnq
c pxq “ 4N

πRTF

ż 8

´8
dỹñ

pnq
2Dpa

x̃2 ` ỹ2q. (2.74)

Upon normalizing to N and the Thomas-Fermi radius RTF , where RTF we arrive at

the total number of atoms per axial state of N pnq “ ş8
´8 dxn

pnq
c pxq.

The normalised one-dimensional column density is defined by

npnq
c pxq “ N

RTF

ñn
c px̃q. (2.75)

In practice, we fit experimentally measured profiles to theoretical one-dimensional

column densities to extract the temperature. At magnetic fields employed in the

experiments where the two-body scattering lengths are non-zero, we account for

deviations from ideal gas behavior by scaling to the radius, R.

As N2{N1 is increased, the cloud deviates from ideal gas behavior. To estimate

T {TF , we employ a technique developed previously for a resonantly interacting Fermi

gas in 3D [50]. We define an effective reduced temperature T̃ “ kBT {pmω2KR2{2q,
corresponding to the radius R obtained for a fit to a zero temperature profile. Simi-

larly, in μ̃n and in Ũ , we use EF Ñ mω2KR2{2 in the equation above (column density

profile 2D). This method ensures that the spatial profile remains normalized to unity

and yields a Maxwell-Boltzmann profile at high temperature, independent of R, and

a zero temperature Thomas-Fermi profile of radius R at low T . We estimate R by

initially fitting a zero temperature profile to estimate the cutoff radius and then fit

T̃ to match the measured spatial profiles which deviate from zero T shape in the

wings.

Figure 2.2 shows the column density profiles at finite temperatures of T {TF of

0.14 and T {TF of 0.21, first assuming all particles are in the ground axial state. For
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comparison, a plot of a zero temperature single component gas in the ground axial

state of a harmonic trap, equation (2.67) is shown. A crucial point of note is that

finite temperature plots differ from zero-temperature Thomas-Fermi profiles primar-

ily in the wings. Hence, a fit to the wings of the column density profiles is crucial for

an accurate temperature measurement. Technically, this was achievable only upon

the successful implementation of a high resolution imaging setup with an excellent

signal-to-noise ratio, discussed further in Chapter 4. A Mathematica program to

calculate finite temperature profiles is provided in Appendix A, where we explicitly

consider the contributions of three axial states, and obtain the column density pro-

files at T {TF of 0.14, 0.18, and 0.21. This appendix also provides expressions to

determine the chemical potential as a function of temperature, as well as the relative

population for each axial state.

Figure 2.3 shows some finite temperature column density profiles (in black dots)

obtained for the tightly bound limit of EF {Eb “ 2.1, and the 3D Feshbach resonance

limit at EF {Eb “ 6.6, for typical data from our experimental runs described later in

Chapters 5 and 6. Shown together are calculated fits assuming three occupied axial

states from our Mathematica program in Appendix A. The dotted curves shown

are the ground axial state contributions to the column densities. Excellent fits to

the data were obtained with calculated profiles, particularly in the wings. In the

tightly bound limit and a low polarization of N2{N1 “ 0.1, an upper bound on the

temperature of T {TF “ 0.21 was obtained.

To compare the temperatures of clouds at different interaction strengths, we note

that T {TF “ T̃ pR2{R2
TF q which defines the temperature T relative to the ideal gas

Fermi temperature TF “ EF {kB with EF evaluated for the total majority atom

number N1. In our fits, we use T̃ as the fit parameter. The graphs in the middle

and on the right of Figure 2.3 depict the scenario for polarizations of N2{N1 “
0.5, and N2{N1 “ 1 for the interaction strength of EF {Eb “ 6.6 , respectively.
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Figure 2.2: Finite temperature column density profiles in units of N1{RTF1 for
T {TF of 0.14 (solid blue curve) and T {TF of 0.21 (red dotted curve). At higher
temperatures, the density profile drops in peak amplitude and broadens in the wings.
The profiles shown were obtained by assuming that all the particles were in the
ground axial state (n=0) at a trap depth U0 of 3.88EF and a trap axial spacing
hνz of 0.51 EF . Shown for comparison is a Thomas-Fermi profile with the same
amplitude (black dash-dotted curve).

At the relatively lower polarization of N2{N1 “ 0.5, we find the data to be well

fit by a density profile with a temperature of T {TF “ 0.18, whereas for the spin-

balanced sample of N2{N1 “ 1, the data is well fit by a density profile with a

temperature of T {TF “ 0.14. The lower sample temperature for spin-balanced gases

is to be expected, an increased frequency of collisions between unlike particles leads

to efficient evaporation.
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Figure 2.3: Finite temperature column density profiles in units of N1{RTF1. Dots:
data; Red solid curves: fit including lowest three axial states; Dotted curves: ground
axial state contribution. Left: N2{N1 “ 0.1, EF {Eb “ 2.1, T {TF “ 0.21; Middle:
N2{N1 “ 0.5, EF {Eb “ 6.6, T {TF “ 0.18 ; Right: N2{N1 “ 1, EF {Eb “ 6.6,
T {TF “ 0.14
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3

Two-Body and Many-Body Physics of quasi-2D
Fermi Gases

In this chapter, we consider the effects of atomic interactions in reduced dimensions.

In one and two dimensions, an attractive interaction always allows for a two-body

bound state. For dimensions higher than one, few-body bound states can impact the

statistics of the many-body quasiparticle excitations. For example, in three dimen-

sional Fermi gases, the two-body bound state is fundamental to the understanding

of the BCS-BEC crossover [51]. In 1D, one can have a Luttinger liquid of trimers.

In the limit of a 2D geometry, where the Efimov effect is absent, both trimers and

tetramers have been predicted [52]. Moreover, a doubly-exponential relationship in

the binding energy, dubbed the super-Efimov effect, is expected to occur near p-wave

Feshbach resonances of identical fermions [15]. Tight harmonic confinement along

one direction strongly modifies the scattering properties of atoms, and stabilizes

bound dimers.

The binding energy of atom pairs sets the length scale for scattering interac-

tions in reduced dimensions. We begin with a consideration of bound states in

one-dimension for a δ-function potential before describing two-body scattering prop-
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erties in two dimensions, and the dimer bound states that exist in this regime. The

predictions of two-dimensional many-body Bardeen-Cooper-Schrieffer (BCS) theory

will be summarized [19, 53, 40]. However, in a prior radio-frequency spectroscopy

experiment conducted by our group [39], the predictions from BCS theory and dimer

theory were inconsistent with data obtained at unitarity.

The real space picture encountered in our experiments is one where the interpar-

ticle spacing is smaller than the dimer size; hence at 832 G, one encounters at the

outset a many-body scenario where particles scatter within the dimers. Motivated

by prior work [31, 54] in three dimensions, we then consider the limiting case of a

single-impurity atom interacting via a short-range potential with a bath of an ideal

atomic Fermi gas. This problem of a dressed impurity, called a Fermi polaron, in

analogy with electrons dressed by the bosonic phonon bath in a crystal, turns out

to be particularly prominent in theoretical predictions of the thermodynamics and

quantum phase transitions of quasi-2D Fermi gases [38, 52]. A simple way of esti-

mating the polaron energy and effective mass in two dimensions can be found in [55].

An elegant analytic approximation for the polaron energy found in this reference will

be used in our derivation of 2D density profiles in Chapter 6. We derive the bound

state energies for a two-dimensional polaron and compare them against rf spectra to

find that they fit very well towards the end of this chapter.

3.1 Bound States in 1D

To prove that bound states exist in the one-dimensional case for an arbitrary attrac-

tive potential, we consider the δ-function potential

V pxq “ ´αδpxq, (3.1)

where α ą 0. The Schrödinger equation reads
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´ �
2

2m

d2ψ

dx2
´ αδpxqψ “ Eψ. (3.2)

In the region x ă 0, V pxq “ 0, so

d2ψ

dx2
“ ´2mE

�2
ψ “ κ2ψ, (3.3)

where

κ ”
?´2mE

�
. (3.4)

Since E is negative, κ is real and positive. The general solution is

ψpxq “ Ae´κx ` Beκx. (3.5)

When x Ñ ´8, we see the unphysical case Ae´κx Ñ 8, thus we set A = 0 and

obtain

ψpxq “ Beκx, px ă 0q. (3.6)

Similarly, when x ą 0, V pxq “ 0 and the general solution is of the form F expp´κxq`
G exppκxq. In this case, the second term, G exppκxq Ñ 8. Hence, we obtain

ψpxq “ Fe´κx, px ą 0q. (3.7)

Using the continuity of ψ and its spatial derivative, we arrive at the conclusion

that F “ B, so

ψpxq “ Beκx, px ď 0q ψpxq “ Be´κx, px ě 0q (3.8)

where
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Figure 3.1: A one dimensional Dirac-delta potential results in a bound state wave-
function as shown. Regardless of the magnitude of α , the delta function potential
has exactly one bound state.

κ “ mα

�2
(3.9)

with the allowed bound state energy

E “ ´�
2κ2

2m
“ ´mα2

2�2
. (3.10)

By normalisation,

ż 8

´8
|ψpxq|2dx “ 2|B|2

ż 8

0

e´2κxdx “ |B|2
κ

“ 1, (3.11)

we obtain the value of B

B “ ?
κ “

?
mα

�
, (3.12)
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and the corresponding bound state wave function

ψpxq “
?
mα

�
e´mα|x|{�2 . (3.13)

Having demonstrated the existence of bound states for arbitrarily weak interac-

tions in 1D, we now turn our attention to the two-dimensional case.

3.2 Two Dimensional Scattering Theory

In two dimensions, bound states always exist [56]. We begin by considering the

homogeneous, purely 2D elastic pair scattering problem subject to a short range po-

tential Upρq , which allows us to define the two dimensional scattering length, a2D

[57]. We then extend the results to the case of a trapped gas subject to tight confine-

ment along the axial (z) direction. This allows us to consider the more complicated

case of bound state dimers and polarons in a quasi-2D Fermi gas subsequently.

3.2.1 Scattering in a homogeneous plane

In a homogeneous two-dimensional gas, the two-body scattering state can be written

as a superposition of an incident plane wave and a scattered circular wave [57]

ψkpxq “ eiq¨ρ ´
c

i

8π
fpq, φq e

iqρ

?
qρ
, (3.14)

where q is the relative momentum and fpq, φq the dimensionless scattering amplitude

for the two-body relative energy E “ �
2q2{m. The scattering amplitude is s´ wave

dominant if the condition qRe ! 1 is satisfied, where the range of the interatomic

potential Re for 6Li is approximately 20
˝
A. In this limit, the scattering amplitude

is angle independent. The probability, αpqq , for a particle to pass through a circle

of radius ρ per unit time is then given by the product of the 2D flux through the

circumference of the circle as
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αpqq “ 2πρ
�q

μ
|
c

i

8π

f?
qρ

|2 “ �

2m
|fpqq|2, (3.15)

where μ “ m{2 is the reduced mass. The two-dimensional cross section, σpqq , is

σpqq “ αpqq
�q{μ “ |fpqq|2

4q
. (3.16)

To obtain the s´ wave scattering amplitude, we solve the Schrödinger equation for

the s´ wave of the relative motion of the colliding atoms at energy ε “ �
2q2{m

„
´�

2

m
Δρ ` Upρq

j
ψspq, ρq “ �

2q2

m
ψspq, ρq. (3.17)

Neglecting the interatomic interactions at large distances, one obtains

ψspq, ρq 9 J0pqρq ´ ifpqq
4

H0pqρq. (3.18)

Noting that the motion is free for Re ! ρ ! 1{q, and ψs9 ln
`
ρ
d

˘
in this region, with d

being a potential-dependent constant, we arrive at the low-energy s´ wave scattering

amplitude

fpqq “ 2π

lnp1{qd˚q ` iπ{2 , (3.19)

where d˚ “ d{2 exppCq , and C “ 0.577 is Euler’s constant.

This can alternatively be written as

fpqq “ 4

´ cot δ0pqq ` i
Ñ 4π

2 lnp1{qa2Dq ` iπ
, (3.20)

where a2D is the 2D scattering length.
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3.2.2 2D Scattering in a trap

We now extend our treatment from the previous section to the experimental scenario

of a quasi-2D gas realised under tight confinement in the axial (z-) direction. In three-

dimensional free space, bound states occur only for a ą 0. In a trap, confinement-

induced two-body bound states occur for arbitrary (positive or negative) scattering

lengths at normalized energies εb “ Eb{�ωz given by the transcendental equation [58]

lz
a

“
ż 8

0

du?
4πu3

«
1 ´

ˆ
2u

1 ´ e´2u

˙ 1
2

e´εbu

ff
, (3.21)

where Eb is the two-body binding energy. This is a result we will derive in the next

section from first principles. For small binding energies, εb ď 1, an analytic form for

the bound state energies results

Eb “ �ωz ¨ 0.905
π

exp
´

´?
2πlz{|a|

¯
. (3.22)

In this limit, it can be seen from equations (3.20) and (3.21) that the 2D scattering

length is related to the 3D scattering length, a and the confinement scale lz “
r�{pmωzqs1{2 by

a2Dpaq “ lz
π

0.905
exp

ˆ
´

c
π

2

lz
a

˙
. (3.23)

Since a2D is always positive, regardless of the sign of a , a two-particle bound state

always exists for arbitrary sign and interaction strength, parametrized by lz{a or

equivalently EF {Eb. Using equation (3.23) in equation (3.19), we see that the effec-

tive low energy scattering amplitude for a strongly confined 2D gas is given by

fpkq “ 4π?
2πlz{a ` lnp0.905{pπk2l2zqq ` iπ

. (3.24)

Under weak confinement, lz " a such that the logarithm and imaginary terms
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in the denominator of equation (3.24) can be neglected, the resulting scattering

amplitude

fpkq » ?
8π

a

lz
(3.25)

is energy-independent.

3.3 2D Confinement induced dimers

In this section, we determine the spatial wavefunctions and the pair binding energies

of dimers in a trapped 2D gas [59]. The Hamiltonian for a harmonically-trapped

two atom system in a three-dimensional harmonic trap can be written as the sum of

kinetic and potential energy

Hp0q “ p2
1

2m
` p2

2

2m
` 1

2
mω2

xx
2
1 ` 1

2
mω2

xx
2
2 `

1

2
mω2

yy
2
1 ` 1

2
mω2

yy
2
2 ` 1

2
mω2

zz
2
1 ` 1

2
mω2

zz
2
2 . (3.26)

The form of the Hamiltonian allows a separation into the center-of-mass motion

and relative motion,

Hp0q “
ˆ

P2

2M
` 1

2
Mω2

xX
2 ` 1

2
Mω2

yY
2 ` 1

2
Mω2

zZ
2

˙
`

ˆ
p2

2μ
` 1

2
μω2

xx
2 ` 1

2
μω2

yy
2 ` 1

2
μω2

zz
2

˙
, (3.27)

where Z “ z1`z2
2

, z “ z1 ´ z2 and similarly for the x and y directions. As with usual

convention, we denote the total mass byM “ 2m and the reduced mass by μ “ m{2.
To determine the binding energies experimentally, we conduct radio-frequency
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spectroscopy experiments, where the center-of-mass motion is unchanged. Consider-

ing only the relative motion portion of equation (3.27), we obtain

H0 “ p2

2μ
` 1

2
μω2

xx
2 ` 1

2
μω2

yy
2 ` 1

2
μω2

zz
2. (3.28)

Since the range of the two-body interaction is small compared to the interparticle

spacing as well as to the harmonic oscillator confinement scale lz ” a
�{pmωzq , the

short-range s-wave interaction is written using the s´ wave pseudopotential [60]

V prqψprq “ 4π�2a

m
δprq B

Br rrψprqs, (3.29)

where r “ r1 ´ r2 is the distance between the atoms, m is the mass of a single atom,

and a is the magnetically tunable zero-energy s-wave scattering length. The total

Hamiltonian for the relative motion of two-atom system is

Hr “ H0 ` V prq. (3.30)

The bound state is most easily determined using a Green’s function solution to

the time-dependent Schrödinger equation, which reads:

rH0 ` V prqsψpr, tq “ i�
B
Btψpr, tq (3.31)

or

„
H0 ´ i�

B
Bt

j
ψpr, tq “ ´V prqψpr, tq. (3.32)

The time-dependent Green’s function obeys

„
H0 ´ i�

B
Bt

j
G pr, r1, t ´ t1q “ δpt ´ t1qδpr ´ r1q. (3.33)
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The solution to equation (3.32) is

ψpr, tq “ ψp0qpr, tq ´
ż 8

´8
dt1

ż
d3r1Gpr, r1, t ´ t1qV pr1qψpr1, t1q. (3.34)

Here,
“
H0 ´ i� B

Bt
‰
ψp0qpr, tq “ 0, and the Green’s function reads

Gpr, r1, t ´ t1q “ i

�
θpt ´ t1q

ÿ
n

e´ i
�
Enpt´t1qφnprqφ˚

npr1q. (3.35)

An important property we will utilise in equation (3.35) to obtain the appropriate

form of the Green’s function is the symmetry under exchange of coordinates r Ø r1.

We write the Green’s function as

Gpr, r1, τq ” i

�
θpτqgpr, r1, τq, (3.36)

with the time translation operator in position representation, g, given by

gpr, r1, τq “ e´ i
�
H0prqτδpr ´ r1q. (3.37)

In the above equations τ “ t ´ t1. Applying the Heisenberg operator, defined by

rHpτq “ e
i
�
H0prqτre´ i

�
H0prqτ (3.38)

to operate on gpr, r1, τq, we are able to solve for rHpτq. We find the derivative of

rHpτq with respect to τ

9rHpτq “ e
i
�
H0prqτ p

μ
e´ i

�
H0prqτ . (3.39)

Consequently, the second derivative in the z-direction reads

:zHpτq “ e
i
�
H0prqτ i

�

„
1

2
μω2

zz
2,
pz
μ

j
e´ i

�
H0prqτ “ ´ω2

zzHpτq. (3.40)
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Using the initial conditions zHp0q “ z and 9zHp0q “ pz
μ
, we arrive at

zHpτq “ zcospωzτq ` pz
μωz

sinpωzτq (3.41)

and similarly for the x and y directions.

Using

rHp´τqgpr, r1, τq “ r1gpr, r1, τq, (3.42)

and θi “ ωiτ ; i “ x, y, z, and g “ gxpx, x1qgypy, y1qgzpz, z1q, we obtain for the z

direction

ˆ
cos θzz ´ sin θz

μωz

�

i

B
Bz

˙
gzpz, z1, τq “ z1gzpz, z1, τq. (3.43)

Thus, we arrive at

gzpz, z1, τq “ Cze
i
�

μωz
sinθz

´
cosθz

z2

2
´zz1

¯
, (3.44)

where Cz is a constant. Due to symmetry, gxpx, x1, τq and gypy, y1, τq take the same

forms. Thus, the Green’s function can be written as

Gpr, r1, t ´ t1q “ i

�
θpt ´ t1q

„´ μ

2πi�

¯3 ωxωyωz

sin θx sin θy sin θz

j 1
2

¨e iμωx
� sin θx

”
cos θx

x2`x12
2

´xx1
ı

¨e
iμωy

� sin θy

„
cos θy

y2`y12
2

´yy1
j

¨e iμωz
� sin θz

”
cos θz

z2`z12
2

´zz1
ı
. (3.45)
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3.3.1 Bound state and Scattering State wave functions

In this subsection, we apply the Green’s functions obtained in the previous section to

obtain the bound and scattering eigenstates and the dimer binding energies. Based

on the solution to the Schrödinger equation, we have

ψEpr, tq “ e´ i
�
EtψEprq (3.46)

ψ
p0q
E pr, tq “ e´ i

�
Etψ

p0q
E prq. (3.47)

We thus obtain the eigenstate directly from the time-dependent Green’s function

as

ψEprq “ ψ
p0q
E prq ´

ż 8

´8
dt1

ż
d3r1G pr, r1, t ´ t1qV pr1qe i

�
Ept´t1qψEpr1q. (3.48)

For a scattering state,

ψEsprq “ ψ
p0q
E prq ´

ż
d3r1GEpr, r1qV pr1qψEpr1q, (3.49)

where ψ
p0q
E is an input plane wave in free space, and GEpr, r’q is a stationary Green’s

function for an eigenstate. For a bound state,

ψEb
prq “ ´

ż
d3r1GEpr, r1qV pr1qψEpr1q. (3.50)

Using the pseudo-potential form for V(r), we write the bound state as
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ψEb
prq “ ´4π�2a

m
GEb

pr, 0q B
Br1 rr1ψEpr1qs|r1Ñ0

“ ´4π�2a

m
GEb

pr, 0qu1
Ep0q

“ AGEb
pr, 0q. (3.51)

where A is a constant, GEb
is the bound state Green’s function, ψEprq ” uEprq

r
and

ψ
p0q
E prq ” uEprq

r
. Hence, the wavefunction of the corresponding bound state is known

once we have determined GEb
prq and Eb. Applying the derivative B

Br rr...s|rÑ0 we

obtain

1 “ ´4π�2a

m

B
Br rrGEbpr,0qs|rÑ0

“ ´4π�2a

m
rGEbpr,0q ´ G0prqs|rÑ0 (3.52)

Here, G0prq is the part of GEb
that is 91

r
, where B

Br rrG0prqs “ 0 and GE ´ G0 is

then regular at r “ 0. To find the form of G0prq, we note from equation (3.45) that

GEb
pr, r1 Ñ 0q is

GEbpr,0q “ i

�

´ m

4πi�

¯3{2 ż 8

0

dτe
i
�
Eτ

ˆ
ωxωyωz

sin θx sin θy sin θz

˙1{2

¨e imωx
� sin θx

cos θx
x2

4 ¨ e
imωy
� sin θy

cos θy
y2

4 ¨ e imωz
� sin θz

cos θz
z2

4 . (3.53)

Using the substitutions ξ ” ωzτ , l
2
i “ �

mωi
, βi “ ωi

ωz
, with i “ x, y, z, and E0 “

�ωx

2
` �ωy

2
` �ωz

2
and E ´E0 “ ´Eb, where the binding energy is Eb “ εb�ωz ą 0, we

see that
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GEb
pr, 0q “ 1

4π�ωzlxlylz

ż 8

0

idξ?
4π
e´iεbξ

ˆ
2

1 ´ e´2iξβz

˙ 1
2

ei cotpξβzqp z
2lz

q2

¨
ˆ

2

1 ´ e´2iξβx

˙ 1
2

ei cotpξβxqp x
2lx

q2

¨
ˆ

2

1 ´ e´2iξβy

˙ 1
2

e
i cotpξβyq

´
y

2ly

¯2

. (3.54)

With a change of variables ξ Ñ ´iu, we obtain

GEb
pr, 0q “ 1

4π�ωzl3z

ż 8

0

du?
4π
e´εbu

ˆ
2βz

1 ´ e´2uβz

˙ 1
2

e´ cothpuβzqp z
2lz

q2

¨
ˆ

2βx
1 ´ e´2uβx

˙ 1
2

e´ cothpuβxqp x
2lx

q2

¨
ˆ

2βy
1 ´ e´2uβy

˙ 1
2

e
´ cothpuβyq

´
y

2ly

¯2

, (3.55)

GEb
prq “ 1

4π�ωz

1

l3z

ż 8

0

du?
4πu3

e
´εbu´ r2

4ul2z . (3.56)

If we let s2 “ r2

4ul2z
, we get

GEb
prq “ m

4π�2r

2?
π

ż 8

0

ds e
´s2´

˜
´r

?
εb{l2z

2

¸2

1
s2

“ m

4π�2r
e´r

?
εb{l2z . (3.57)

The three-dimensional molecular binding energy Eb is approximately �
2{ma2

when lz " a, where the small dimer barely experiences the effects of the harmonic

trap. Hence, εb
l2z

“ Eb

�ωzl2z
“ 1

a2
. We thus obtain
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GEb
prq “ m

4π�2r
e´r{a. (3.58)

For r ! a, we obtain

GEb
prq “ G0prq “ m

4π�2r
, (3.59)

which is the free-particle Green’s function for small r. Thus, equation (3.56) turns

into G0’s equation as well when r ! a ! lz. Hence, we write

G0prq Ñ m

4π�2lz

ż 8

0

du?
4πu3

, (3.60)

GEb
prq “ m

4π�2
1

lz

ż 8

0

due´εbu?
4πu3

ź
j

ˆ
2βju

1 ´ e´2βju

˙1{2
e´ cothpβjuqpxj{2ljq2 . (3.61)

As r Ñ 0, the last factor of GEb
becomes 1, we then have from equation (3.52)

lz
a

“
ż 8

0

du?
4πu3

«
1 ´

ź
j

ˆ
2βju

1 ´ e´2βju

˙1{2
e´εbu

ff
, (3.62)

where βj “ ωj

ωz
. This self-consistent equation can be used to calculate Eb “ εb�ωz.

The dimer binding energy is significantly increased for nonzero transverse confine-

ment [39]. When lz{a is large, a ! lz,
�
2

ma2
" hνz, the dimer is tightly bound and its

size is small compared to the harmonic oscillator length scale lz, thus the shape of the

trap does not affect the interaction between the two atoms very much. For weakly

bound dimers, the trap plays a significant role in dimer statistics. At resonance,

where lz{a Ñ 0 for νK{νz “ 0, we obtain Eb “ 0.245hνz, while for νK{νz “ 1{25, we
obtain Eb “ 0.290hνz. At 842 G in the shallowest trap, the binding energy of the 1-3

dimer is increased from 0.15 kHz without transverse confinement to 0.78 kHz with
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transverse confinement. Further values of the two-body binding energy, calculated

from equation (3.62) are provided in Table 3.1.

A plot of εb “ Eb{phνzq as a function of lz{a is shown in Figure 3.2 for a transverse

confinement of νK “ νz{22, the trap condition for experiments reported in Chapters

5 and 6.

�1.0 �0.5 0.0 0.5 1.0
0.0

0.5

1.0

1.5

2.0

lz
a

Eb �hΝz

Figure 3.2: Plot of εb “ Eb{phνzq as a function of lz{a generated from equation
(3.62), for a transverse confinement of νK “ νz{22

.

3.3.2 Bound and Scattering State Wavefunctions

To calculate the bound state and scattering state wave functions, we first note that in

our setup, ωK{ωz “ 1{25. We make the simplest approximation and take ωK{ωz “ 0,

i.e., βx, βy Ñ 0 while βz “ 1.
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Table 3.1: Shown are 1-2 and 1-3 dimer binding energies calculated based on equation
(3.62) for νK of 0 and νz{25. Values in columns labelled Eb0 are for the case with no
transverse confinement; values in columns labelled Eb have the confinement included.

B(G) νz E13
b0 (kHz) E13

b (kHz) E12
b0 (kHz) E12

b (kHz)
718.5 26.0 1.95 2.91 144.2 145.3
768.2 24.5 0.45 1.21 36.82 37.8
832.2 24.5 0.17 0.81 6.29 7.25
841.7 24.5 0.15 0.78 4.96 5.91

Thus, in equation (3.60), 2βxu
1´e´2βxuÑ1

, cothpβxuq x2

4l2x
Ñ x2

βxu4l2x
“

´
x
2lz

¯2
1
u
, and

similarly for the y-direction. In the z-direction, 2βzu
1´e´2βzu Ñ 2u

1´e´2u . Hence,

GEb
prq “ m

4π�2
1

lz

ż 8

0

du eεbu?
4πu3

ˆ
2u

1 ´ e´2u

˙1{2
e´ cothupz{2lzq2e´p ρ

2lz
q2 1

u . (3.63)

Here ρ “ a
x2 ` y2. The bound state energy should be lower than the harmonic

ground state, but close to it when the binding energy is small. The ground state

axial wave function is φ0pzq “ φ0p0qe´p z
2lz

q2

with φ0p0q “ 1
p2πl2zq1{4 . For small εb,

we assume that the primary component of the bound state wave function is the

projection onto φ0pzq

IEb
pρq “

ż 8

´8
dzGEprqφ0pzq

“ φ0p0q m

4π�2
1

lz

ż 8

0

due´εbu?
4πu3

e´p ρ
2lz

q2 1
u Izpuq, (3.64)

with
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Izpuq “
ż 8

´8
dze´p z

2lz
q2p1`cothuq

ˆ
2u

1 ´ e´2u

˙1{2

“
c

πp2lzq2
1 ` coth u

ˆ
2u

1 ´ e´2u

˙1{2
“ ?

4πlzu
1{2. (3.65)

Then, we obtain

IEb
pρq “ φ0p0q m

4π�2

ż 8

0

du

u
e´εbu´ 1

up ρ
2lz

q2

“ φ0p0q m

4π�2
2K0

ˆ
ρ

?
εb
lz

˙
, (3.66)

where K0 is a modified Bessel function. This is the projection of GEprq onto φ0pzq.
The bound state wave function can thus be written as

ψEb
prq “ Aφ0pzqK0

ˆ?
εbρ

lz

˙
, (3.67)

with A the normalisation coefficient. Integrating equation (3.67), we have

ż 8

´8
dz

ż 8

0

2πρdρ|A|2φ2
0pzqK2

0

ˆ?
εbρ

lz

˙
“ 1, (3.68)

and thus A “
?
εb

lz
?
π
. Defining κ “ ?

εb{lz the bound state wavefunction can be written

as

ψEb
pz, ρq “ κ?

π
φ0pzqK0pκρq. (3.69)

Components from higher axial states have been ignored since the binding energy is

small compared with �ωz.
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The scattering state is obtained by noting from equation (3.50) that

ψEsprq “ ψ0
Es

prq ´ 4π�2a

m
GEspr, 0q B

Br1 rr1ψEspr1qs|r1Ñ0, (3.70)

where the scattering state energy Es “ E ´E0 “ ε�ωz, with ε ą 0. We assume that

scattering occurs only in the ground state, and let Es “ �
2k2K
m

, the relative kinetic

energy in the transverse direction. Using the same trick as we did for the bound

state, we obtain

u
1
Es

p0q “ u
1p0q
Es

p0q ´ 4π�2a

m

B
Br rrGEsprqs|rÑ0u

1
Es

p0q. (3.71)

Here uEs “ rψEs and is regular at the origin. So,

u
1
Es

p0q “ u
1p0q
Es

p0q
1 ` 4π�2a

m
B

Br rrGEsprqs|rÑ0

. (3.72)

We use the relation 1 “ ´4π�2a
m

B
Br rrGEb

pr, 0qs|rÑ0 from equation (3.52) in equation

(3.72),

u
1
Es

p0q “ m

4π�2a

u
1p0q
Es

p0q
´ B

Br rrGEbprqs|rÑ0 ` B
Br rrGEsprqs|rÑ0

. (3.73)

Subtraction in the denominator cancels out the irregular parts 91
r
in both Green’s

functions. The remaining parts are regular when r Ñ 0. So, we can write B
Br rrpGEs ´

GEb
qs|rÑ0 “ pGEs ´ GEb

q|rÑ0 and obtain

u
1
Es

p0q “ m

4π�2a

u
1p0q
Es

p0q
rGEsprq ´ GEb

prqs|rÑ0

. (3.74)

Plugging equation (3.74) back into equation (3.71), and considering u
1p0q
Es

p0q “
B

Br rrψp0q
Es

s|rÑ0 “ ψ
p0q
Es

p0q. We obtain the simple form
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ψEsprq “ ψ
p0q
Es

prq ´ GEsprqu1p0q
Es

p0q
rGEsprq ´ GEb

prqs|rÑ0

“ ψ
p0q
Es

prq ´ GEsprqψp0q
Es

p0q
rGEsprq ´ GEb

prqs|rÑ0

. (3.75)

Projecting the scattering state Green’s function GEb
onto φ0pzq, replacing Eb by

Es and changing εb Ñ ´ε, we make the same approximations based on ωK ! ωz and

βx, βy ! 1. We arrive at the relations 2βx

1´e2iξβxÑ 1
iξ

and cotpξβxq 1
l2x

Ñ ξ
l2z
. Thus, we

write GEsprq as

GEsprq “ m

4π�2
1

lz

ż 8

0

dξeiεξa
4πξ2

ˆ
2

1 ´ e´2iξ

˙1{2
e
icotξp z

2lz
q2` i

ξ

ˆ
ρ2

2lz

˙
. (3.76)

Projecting onto the ground state φ0pzq, we obtain

IEspρq “
ż 8

´8
dzφ0pzqGEsprq “ φ0p0q m

4π�2
1

lz

ż 8

0

dξe´iεbξa
4πξ2

ep ρ
2lz

q2 i
ξ I

1
zpξq. (3.77)

The l=0 component of an incoming wave in the transverse direction can be written

as

ψ
p0q
kKpρq “ 1?

A
J0pkKρq, (3.78)

where A is the area and J0 is a Bessel function. The incoming state, considering only

the axial ground state contribution, is

ψ
p0q
Es

prq “ φ0pzq 1?
A
J0pkKρq. (3.79)

Since

H
p1q
0 pxq “ J0pxq ` iY0pxq, (3.80)
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and

K0pxq “ iπ

2
rJ0pixq ` iY0pixqs, (3.81)

we get

ψEsprq “ φ0pzq 1?
A
J0pkKρq

´ φ0pzqφ0p0q m
4π�2

πiH
p0q
0 pkKρqψp0q

Eą0p0q
φ0p0q

”
φ0p0q m

4π�2
πiH

p0q
0 pkKρq ´ φ0p0q m

4π�2
2K0

´
ρ

?
εb

lz

¯ı
|ρÑ0

. (3.82)

Here, ψ
p0q
Es

p0q “ φ0p0q 1?
A
J0p0q “ φ0p0q 1?

A
. Using equations (3.80) and (3.81) in

the denominator, we get for x Ñ 0.

ψEsprq “ φ0pzq 1?
A

»
–J0pkKρq ´ πi

πi ` ln
´

εb
εK

¯Hp1q
0 pkKρq

fi
fl (3.83)

for a scattering state of relative kinetic energy
�
2k2K
m

“ εK�ωz. A comparison to

equation (3.18) then yields the two-dimensional scattering amplitude

f “ 4π

πi ` ln εb
εK
. (3.84)

3.3.3 Comparison of 2D dimer theory with experiment

In a prior experiment conducted by our group, radio-frequency (rf) spectra were

obtained for a 50-50 mixture of the two lowest hyperfine states denoted by 1 and

2, by driving transitions to an initially empty hyperfine state 3, and measuring the

depletion of state 2 for different magnetic fields which scan the spectrum of weakly

bound Cooper pairs and tightly bound molecular dimers. For this scenario, the two

possible outcomes are a (1,2) bound-to-(1,3) bound state or a (1,2) bound-to-(1,3)

free state. At 720 G, well below the Feshbach resonance, the 1-2 dimer binding
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energy Eb is larger than the local Fermi energy, and the observed spectra exhibit

the expected threshold form, arising from the dissociation of 1-2 dimers into 1-3

scattering states, as shown in Figure 3.3 below.

At
om

 n
um

be
r i

n 
st

at
e 

2 
(1

03 )

Frequency (kHz)
Figure 3.3: RF spectra in a 1-2 mixture for a 2 Ñ 3 transition in a quasi-2D Fermi
gas near 720 G. The left resonance occurs at the bare atomic resonance and the
threshold resonance spectrum on the right is in very good agreement with predictions
for molecular dimers.

The contribution to the spectrum from a dimer-to-dimer transition is determined

by computing the corresponding fraction εbb. In the weak-binding approximation,

including only the axial ground state part of the dimer wave function, we obtain [59]

εbbpqq “ q2

4 sinh2pq{2q , (3.85)

where q ” lnpε13b {ε12b q for a 2 Ñ 3 transition in a 1-2 mixture. The measured spectra

at 720 G are shown in Figure 3.3. At this magnetic field, the molecular binding

energy is much larger than the local Fermi energy. For the trap depth used, the

bound-to-free transitions dominate the spectra. Consistent with our calculation in
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Table 3.1 earlier in this chapter for the same field, we see that the resonance near

150 kHz is well fit by a threshold function using the calculated 1-2 and 1-3 dimer

binding energies for the 12-bound state and 13-scattering states

Ibf pνq “ ε12b νz
ν2

q2θ pν ´ ε12b νzq”
q ´ ln

´
ν

ε12b νz
´ 1

¯ı2 ` π2

, (3.86)

where ν is the radio frequency in Hz, relative to the bare atomic transition frequency

and E12
b “ ε12b hνz is the 1-2 dimer binding energy in Hz. We relegate further de-

tails, including plots of εbb, and data analysis for intermediate magnetic fields to the

Supplementary Material in reference [39] and Chapters 2 and 6 of reference [59].

3.4 BCS theory in Two Dimensions

In this section, we extend our analysis of a two-body bound state above, to include

the pairing in the many-body ground state for a two dimensional gas. Our treatment

deals with the homogeneous case, and takes into account only two-body interactions

for atoms in different hyperfine states. We refer the interested reader to a three

dimensional version of BCS theory in references [61], providing in the following para-

graph only the key results.

For a 3D Fermi gas, the BCS ground state is given by

|ψGy “
ź

k“k1,...,kM

`
uk ` vkc

˚
kÒc

˚
´kÓ

˘ |φ0y, (3.87)

with M denoting the total number of states. The creation operator ck̊Ò creates a spin

up state with momentum k. The annihilation operator ckÒ empties the corresponding

state. Here, uk and vk are complex constants of the quasiparticle operators which

satisfy |uk|2 ` |vk|2 “ 1. The probability of pair pkÒ,´kÓq occupation is |vk|2, while
the probability that it is unoccupied is 1 ´ |vk|2. Denoting the bare interaction
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strength by U0, and the pairing gap by Δ0, the gap equation is given by

´ Δ0

U0

“ 1

V

ÿ
k

ukv
˚
k tN p�ωkÒq ´ r1 ´ N p�ωkÓqsu , (3.88)

and the three-dimensional BCS number equation which determines the chemical

potential of the particles in state | Òy is given by

nÒ “ 1

V

ÿ
k

�|uk|2N p�ωkÒq ` |vk|2 r1 ´ N p�ωkÓqs( . (3.89)

The chemical potential of particles in state | Óy can be similarly determined by

substituting Ò with Ó. In equations (3.88) and (3.89),

uk “ 1?
2

˜
1 ` ξka

ξ2k ` |Δ0|2
¸1{2

, (3.90)

and

v˚
k “ ´ Δ0

|Δ0|
1?
2

˜
1 ´ ξka

ξ2k ` |Δ0|2
¸1{2

. (3.91)

The factor N p�ωkq “ 1{ pexp rβ�ωks ` 1q is the Fermi distribution for the quasi-

particles. At zero temperature, where no excitations occur, N Ñ 0, and the gap

equation reduces to

´ 1

U0

“ 1

2V

ÿ
k1

1a
ξ2k1 ` |Δ0|2 . (3.92)

Similarly, the number equation reduces to

nÒ “ nÓ “ 1

V

ÿ
k1

|vk1 |2. (3.93)

Using the form for vk from equation (3.91) in equation (3.93) yields

nÒ “ 1

2V

ÿ
k1

˜
1 ´ ξk1a

ξ2k1 ` |Δ0|2
¸
. (3.94)
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The zero-temperature 2D BCS theory results follow by making the substitutions

V Ñ A and k Ñ kK. The two-dimensional BCS gap equation is thus given by

´ 1

U0

“ 1

2A

ÿ
k

1
K

1b
ξ2k1K

` |Δ|2
, (3.95)

and the number equation by

nÒ “ nÓ “ 1

2A

ÿ
k

1
K

¨
˝1 ´ ξk1Kb

ξ2k1K
` |Δ|2

˛
‚, (3.96)

The T-matrix for the relative motion between the two particles as

T
k

1
KkK “ U

k
1
KkK `

ÿ
k

2
K

U
k

1
Kk

2
K
T
k

1
Kk

2
K

EkK ´ E
k

2
K

` iε
, (3.97)

where the two-body kinetic energy is given by Ek “ 2εk, and the two-body interaction

by U pxK1 ´ xK2q “ U0 δ pxK1 ´ xK2q. The bare interaction is given by U0 ” g0
�
2

m
.

For future reference, we denote xK ” xK1 ´ xK2, which conserves center-of-mass

momentum. In equation (3.97), we note that

U
k

1
Kk

2
K

” 1

A

ż
d2xKe

i
´
k

2
K´k

1
K

¯
¨xKU0δ pxKq “ U0

A
. (3.98)

If we denote the physical interaction strength by T2B, equation (3.97) can be written

as

T
k

1
KkK ” T2B pkKq

A
. (3.99)

The bare interaction is then renormalized using

1

U0

“ 1

T2B pkKq ´ 1

2

1

A

ÿ
k

1
K

1

ε
k

1
K

´ εkK
. (3.100)
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Substituting for 1
U0

from equation (3.95) into equation (3.100) leads to the two-

dimensional gap equation

´ 1

T2B pkKq “ 1

2A

ÿ
k

1
K

¨
˝ 1b

ξ2k1K
` |Δ|2

´ 1

ε
k

1
K

´ εkK

˛
‚, (3.101)

where the summation over all momentum space in two dimensions

ÿ
k

1
K

Ñ A

p2πq2
ż 8

0

2πk1
Kdk

1
K, (3.102)

leads to

´ 1

T2B pkKq “ 1

4π

ż 8

0

dk1
Kk

1
K

¨
˝ 1b

ξ2k1K
` |Δ|2

´ 1

ε
k

1
K

´ εkK

˛
‚, (3.103)

with the kinetic energy given by εk1K “ �
2k12K
2m

and dεk1K “ �
2

m
k1Kdk1K, we obtain

´ 4π�2

mT2B pkKq “ ´πi ` ln

ˆ
2εkK
|Δ|

˙
´ ln

«d
μ2

|Δ|2 ` 1 ´ μ

|Δ|

ff
. (3.104)

Equation (3.99) can be found from the 2D scattering amplitude

T2BpkKq “ 4π�2

m

1

πi ` ln rεb{p2εKqs (3.105)

with εK “ 2εkK and εb the dimer binding energy. Comparing equation (3.105) with

equation (3.104), we end up with the exact result of the 2D BCS gap equation for

any μ

εb “ a
μ2 ` |Δ|2 ´ μ. (3.106)

Since εb ” Eb, where Eb is the binding energy of the dimer pair, we obtain

Eb “ a
μ2 ` |Δ|2 ´ μ. (3.107)
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From Chapter 2, we learnt that the local density of a Fermi gas is given by

nÒ “ k2FK
4π

, (3.108)

which leads to a local Fermi energy of

EFK “ �
2k2FK
2m

“ 2π
�
2

m
nÒ. (3.109)

Using our results for the local density from the 2D BCS number equation, given by

equation (3.96), in equation (3.109), we obtain

EFK “ 2π
�
2

m

1

2A

ÿ
k

1
K

¨
˝1 ´ ξk1Kb

ξ2k1K
` |Δ|2

˛
‚. (3.110)

Once more, converting summation over momentum vectors k
1
K to an integral, equa-

tion (3.102), we obtain the exact result for the BCS number equation

EFK “ 1

2

”a
μ2 ` |Δ|2 ` μ

ı
. (3.111)

Eliminating the
a
μ2 ` |Δ|2 term from equations (3.107) and (3.111) leads to the

single atom chemical potential

μ “ EFK ´ Eb

2
. (3.112)

Using the form for μ from equation (3.112) in equation (3.107) leads to the gap

equation

|Δ|2 “ 2EFKEb. (3.113)

3.4.1 Breakdown of 2D BCS theory in radio-frequency spectral shifts

In a simple BCS approximation to the rf spectrum in two dimensions at zero tem-

perature, the trap-averaged rf transition rate to excite an atom from one populated
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in a 50-50 mixture to an unpopulated noninteracting final state is

ż 8

0

d2xK|Δ|2θ
”
�ω ` μ ´ a

μ2 ` |Δ|2
ı

{ω2, (3.114)

where ω is the radio frequency relative to the bare atomic transition frequency, μ is

the chemical potential, and Δ is the pairing gap for the initial mixture. Alternatively,

this implies

�ω “ a
μ2 ` |Δ|2 ´ μ. (3.115)

Hence, we obtain by comparing equations (3.107) and (3.115)

�ω “ Eb. (3.116)

BCS theory therefore predicts a dimer spectrum for tightly bound pairs, where many-

body effects are noticeably absent. It should be emphasized that the experimental

scenario encountered in our trap conditions is one where the interparticle spacing is

smaller than the dimer pair size. Near the Feshbach resonance, the atoms scatter

off each other within the dimer, giving rise to polarons, which we describe in a later

section.

Before turning to a description for this rich system, we consider some results

obtained close to the Feshbach resonance at 832 G. At this magnetic field, the mea-

sured radio frequency spectra were consistent with neither dimer transitions nor 2D

BCS theory. As shown in Figure 3.3, line shapes were fit to each of the two observed

resonances to determine the frequency shift Δν between them. A threshold line

shape is used for the bare atom peak, which is convolved with a narrow Lorentzian

profile. A Lorentzian profile with a larger width is used for the second resonance.

The results for Δν do not agree with the predictions for dimer-to-dimer transitions,

hΔνdimer “ E12
b ´ E13

b , and cannot be fit by hΔνdimer “ λ12E
12
b ´ λ13E

13
b for any
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Figure 3.4: Radio-frequency spectra for a 12 mixture (12 Ñ 13 transition) near the
Feshbach resonance at 832 G, versus trap depth U0. The atom number remaining in
state 2 is shown versus radio frequency: (a) U0 = 21 μ K, νz “ 24.5 kHz; (b) U0 =
280 μ K, νz “ 82.5 kHz. Blue vertical lines show the measured bare atomic resonance
position(solid)and the predicted frequencies for confinement-induced dimers: bound
to bound transition resonance hν “ E12

b ´ E13
b (dashed line) and the threshold for

the bound-to-free transition hν “ E12
b (dotted line). The dashed and dotted lines

do not match any features in the spectra. Red vertical lines show the predictions
of polaron theory, described in section 3.5, in excellent agreement with the observed
resonances in the data.

fixed scale factors λ12, λ13.

However, we now turn our attention to the microscopic description of an impu-

rity scattering off a Fermi sea of majority atoms. Dubbed the Fermi polaron, this

description of the Fermi gas provided excellent fits to the rf spectrum [39].

3.5 Polaron description of a quasi-2D Fermi gas

We consider the basic Hamiltonian for a polaron description of a dilute, two-component

mixture of fermions interacting via a short range potential V prq. If the range of the

potential, R, is small compared to the interparticle spacing 1{kF , we can treat the
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Table 3.2: Parameters for the radio-frequency spectra: magnetic field B; trap depth
U0; axial frequency νz; total number of atoms per pancake trapNsite; transverse Fermi
energy EFK “ hνK

?
Nsite; E

12
b and E13

b are the dimer binding energies in kHz, for
νK{νz “ 1{25 calculated using the methods in the prior section, Δνdimer “ E12

b ´E13
b ,

and εbb is the bound dimer to bound dimer transition fraction. Measured frequency
shifts between resonances, Δνmeas do not agree with dimer predictions Δνdimer.

B(G) U0(μK) νz (kHz) Nsite EFK(μK) E12
b E13

b Δνdimer (kHz) Δνmeas (kHz) εbb
832 24.4 24.5 1620 1.97 7.25 0.81 6.44 12.3 0.66
832 742 135 1800 11.47 39.1 12.45 26.65 38.8 0.89

potential as a δ-function. The Fourier transform V pkq of the potential is constant,

which we denote by U0. In two dimensions, U0 is the interaction strength, U0 “ g0
�
2

m
,

where g0 is dimensionless and U0{A has the dimensions of energy.

H “
ÿ
kKσ

εkK ĉ
:
kKσĉkKσ`U0

A

ÿ
k1Kk

1
1Kk2Kk

1
2K

ĉ:
k1
1KÒĉ

:
k1
2KÓĉk2KÓĉk1KÒδk1K`k2K,k1

1K`k1
2K , (3.117)

where the first part of the Hamiltonian is the total kinetic energy of the individual

atoms and the second term describes collisions of two atoms with initial momentum

k1K ` k2K and final momentum k
1
1K ` k

1
2K. The labels σ “Ò, Ó denote spin states, A

is the quantization area of the 2D system for box normalized states, with c: and c

the usual creation and annihilation operators for fermions with momentum kK and

spin σ.

Applying the Chevy ansatz [54], with one impurity spin down atom in a Fermi

sea of spin up atoms, we have

|EÓy “ ϕ0|0yÓ|FSyÒ `
ÿ

qKăkFKăkK

ϕkKqK|qK´kKyÓ ĉ
:
kKÒĉqKÒ|FSyÒ (3.118)

In the first term, |0yÓ is a spin Ó impurity with zero momentum, and |FSyÒ is a

Fermi sea state with 0 momentum. The second term describes a simple interaction
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between the impurity and the Fermi sea. The impurity knocks a spin up atom with

momentum qK out of the Fermi sea and creates a hole. At the same time, it creates

a particle with momentum kK above the Fermi momentum kFK. This particle-hole

pair Fermi sea has momentum PFSÒ “ kK ´ qK and the impurity has momentum

PKÓ “ qK ´ kK which preserves the net zero momentum of the system zero. We

note however, that this is only a good approximation. This state is not the exact

eigenstate for a single polaron.

To find the polaron eigenstate |EÓy with energy EÓ, we take the expectation value

of H and minimize under variation of parameters ϕ0 and ϕkKqK with the constraint

of a constant norm

xE|Ey “ |ϕ0|2 `
ÿ

qKăkFKăKK

|ϕkKqK |2 “ 1. (3.119)

The quantity to minimize is xEÓ|H|EÓy ´ EÓ xE|Ey. In the 2D scenario, this yields

[39]

EÓ “ 1

A

ÿ
qKăkFK

fpEÓ,qKq, (3.120)

with

f´1pEÓ,qKq “ 1

U0

` 1

A

ÿ
kKąkFK

1

εkK ´ εqK ` εqK´kK ´ E
, (3.121)

where the bare interaction strength U0 “ g0�
2{m and g0 is dimensionless and εkK “

�
2

2m
k2K. We renormalize the 1{U0 using

1

U0

“ 1

T2BpkK0q ´ 1

2A

ÿ
kK

1

εkK ´ εkK0

. (3.122)

Here T2B is the two-dimensional T-matrix element, obtained from our dimer scatter-
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ing states

T2BpkK0q “ 4π�2

m

1

πi ` lnpεb{εK0q , (3.123)

and εK0 ” 2 �
2

2m
k2K0 “ 2εkK0

is the relative kinetic energy of a colliding atom pair. We

separate the sum of kK of equation (3.122) into two parts
ř

kK “ ř
kKăkFK ` ř

kKąkFK .

The
ř

kKăkFK part can be written as 1
A

ř
kKăkFK Ñ 1

A
A

p2πq2kKdkKdφ,

1

2A

ÿ
kKăkFK

1

εkK ´ εkK0

“ 1

2A

A

p2πq2
ż kFK

0

dkKkKp2πq
�2

2m
pk2K ´ k2K0q

“ m

2π�2

ż kFK

0

dkKkK
k2K ´ k2K0

“ m

4π�2
ln

ˆ
k2FK ´ k2K0

´k2K0

˙
(3.124)

Using equation (3.124) in equation (3.122), we obtain

f´1pE,qKq “ m

4π�2

„
πi ` ln

ˆ
εb
εK0

˙
´ ln

ˆ
k2FK ´ k2K0

´k2K0

˙j

1

A

ÿ
kKąkFK

„
1

εkK ´ εqK ` εqK´kK ´ E
´ 1

2pεkK ´ εkK0q

j
.(3.125)

After some mathematical manipulation, we end up with

f´1pE,qKq “ m

4π�2

„
ln

ˆ
εb

2εFK

˙
´ ln

ˆ
1 ´ k2K0

k2FK

˙
` I

j
, (3.126)

where

I “ 1

π

ż 8

kFK
dkKkK

„ż 2π

0

dφ

k2K ´ qKkK cosφ ´ m
�2
E

´ 2π

k2K ´ k2K0

j
. (3.127)
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If we let kK “ xkFK and y “ qK{kFK , we have

I “ 1

π

ż 8

1

dxx

«ż 2π

0

dφ

x2 ´ xycosφ ´ E
2εFK

´ 2π

x2 ´ k2K0{k2FK

ff
. (3.128)

After some algebra, we obtain

I “ lnp2q ` ln

ˆ
1 ´ k2K0

k2FK

˙
´ ln

«c´
1 ´ ε

2

¯2 ´ y2 `
ˆ
1 ´ ε

2
´ y2

2

˙ff
. (3.129)

Since y “ qK{kFK , ε “ E{εFK , we put I back into f´1 and get

f´1pE, qKq “ m

4π�2

#
ln

ˆ
εb
εFK

˙
´ ln

«c´
1 ´ ε

2

¯2 ´ y2 `
ˆ
1 ´ ε

2
´ y2

2

˙ff+
.

(3.130)

We can see that f´1 is independent of kFK as it should be. The polaron binding

energy can thus be written as

EÓ “ 1

A

A

p2πq2
ż kFK

0

dqK2πqKfpEÓ, qKq

“ 1

2π

ż kFK

0

dqKqKfpEÓ, qKq

“ k2FK
2π

ż 1

0

dyyf

ˆ
ε “ EK

εFK
, y

˙

“ k2FK
2π

4π�2

m

ż 1

0

dyy

ln
´

εb
εFK

¯
´ ln

„b`
1 ´ ε

2

˘2 ´ y2 `
´
1 ´ ε

2
´ y2

2

¯j .(3.131)

If we set u “ y2, we can get a dimensionless expression for the polaron binding

energy. Recalling ε “ EÓ
EFK , we get
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ε ”
ÿ

pεq “ ´2

ż 1

0

du

ln
´

Eb

EFK

¯
` ln

„b`
1 ´ ε

2

˘2 ´ u ` `
1 ´ ε

2
´ u

2

˘j , (3.132)

which determines the polaron energy EÓ. We illustrate the polaron binding energy

(in units of (EFK)) as a function of the interaction parameter lnpEb{EFKq in Figure

3.5. An analytic form of the polaron binding energy [55],

Ep “ ´2EFK
ln

”
1 ` 2EFK

|Eb|
ı , (3.133)

is used to generate the red dotted line. We use this approximation to study the

thermodynamics and generate density profiles for spin-imbalanced quasi-2D Fermi

gases in Chapters 5 and 6 of this thesis.

3.5.1 Experimental Fits for Polaron Description of a Quasi-2D Fermi Gas

Returning to figure 3.3, we consider the scenario where polarons and not dimers

determine the primary spectral features, so the difference between the initial and

final state polaron energies determines the observed frequency shifts. We assume

that the coherent part of the spectrum is given by Zδr�ω ´ Epp3, 1q ` Epp2, 1qs ,

where Eppi, 1q is the polaron energy for an impurity atom in state i “ 2, 3 immersed

in a bath of state 1. For experiments at 832 G, strong overlap between the initial

and final polaron states results in a significant contribution of polaron states to the

spectrum.

To calculate the polaron frequency shift, we assume that the peak position is

determined by the trap-averaged local Fermi energy EF , which we take to be pro-

portional to the ideal gas global Fermi energy, EF “ 0.67EFK , where 0.67 is a fixed

fit parameter. As calculated in [39] and equation (3.133), the polaron frequency
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Figure 3.5: The polaron binding energy ε “ Ep{pEFKq as a function of the interac-
tion strength parametrized by lnpEb{EFKq from equation (3.133), is shown as a blue
curve. The red dotted curve shows the case for an approximate form to the polaron
energy given by Ep “ ´2EFK

ln
”
1`2

EFK|Eb|
ı .

shifts agree very well with the measured frequency shifts at all trap depths.
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Table 3.3: Frequency shifts Δν between the bare atom peak and the second resonance
peaks for the radiofrequency spectra shown in Figure 3.3 for 1-2 mixtures near the
Feshbach resonance at different trap depths. Trap axial frequencies are given in the
νz column, while the measured frequency shifts (difference between red and blue
vertical solid lines in Figure 3.3) are provided in the Δνmeas column. The polaron
frequency shifts are calculated from equation (3.133) assuming a transition from a
polaron in state 2 to a polaron in state 3, in a bath of atoms in state 1. Dimer
predictions, Δνdimer, as shown in Table 3.2, are provided for comparison.

B(G) νz(kHz) Δνmeas (kHz) Δνpolaron(kHz) Δνdimer (kHz)
832 24.5 12.3 11.6 6.44
832 135 38.8 42.8 26.65
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4

Creating and Imaging a quasi-2D Fermi gas

This chapter discusses the technology required to create and image a spin-imbalanced

quasi-two dimensional Fermi gas. The reader will be introduced to the atom source,

oven and lock system electronics, slower, lasers employed in the experiments, optical

setup, MOT and high-field magnet supplies, chopper controller, and automated data-

acquisition system. One purpose of this chapter is to provide the reader with a general

feel for the layout of the lab, and to introduce some key principles underlying the

all-optical trapping, cooling, and imaging of a Fermi gas in a standing wave trap. For

the most part, more detailed descriptions of the experimental setup can be found

in the theses of previous group members [62, 4, 59]. For example, for details on

the vacuum chamber construction and measurements, the reader could refer to the

theses of Bason Clancy [3] and Le Luo [4].

The new implementations of this work in the lab, and described in detail in this

chapter, are of high resolution, spin-selective absorption imaging, which enabled a

density analysis of the individual pancake sites as discussed later in Chapters 6 and

7, and radiofrequency sweeps for the generation of spin-imbalanced mixtures. The

placement of two pairs of cylindrical telescopes in the trapping beam path allowed
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control of the trapping beam aspect ratio and curvatures. Furthermore, the installa-

tion of a current sensor aided in monitoring of magnetic field variations, which came

in particularly handy for our radiofrequency spectroscopic investigations.

4.1 Atom and Light Sources

As described in Chapter 2, the source of atoms used in our labs are solid chunks

of 95 percent enriched 6Li, purchased from Sigma-Aldrich (P/N 340421). These are

placed in an oven with a wick (316 stainless steel mesh, 300 cells per inch) that

recirculates liquid lithium from the exit of the nozzle back into the oven. To ensure

adequate atom flux into the main chamber, a temperature gradient profile with an

active region temperature of approximately 390 degrees Celcius is achieved with a

DC power supply, a current controller and coils of heater wires (Omega PN NI80-020-

50). The current controller utilises five parallel units of N-channel power MOSFETs

(Harris Semiconductor, IRF243).

The thermal velocity of the atoms is too high for them to be captured by the

atom traps, necessitating the use of a counter-propagating laser beam in conjunction

with a Zeeman slower to decelerate the atoms over a short distance. The slowing

process involves Zeeman tuning the energy levels of the atoms to account for the

Doppler shift they experience during deceleration. The stream of atoms at the end

of the slower are travelling between 30 and 40 meters per second. To further cool

the atoms, a combination of magnetic fields and laser beams are used to form a

Magneto-Optic Trap (MOT), which we discuss in detail in a later section.

The light used to generate optical beams near the D2 resonance in 6Li for atom

trapping is produced by a Coherent 899-21 dye laser, which is pumped by a Coherent

Verdi V-10 diode-pumped solid state laser. The Coherent 899-21 has an autolock

active stabilisation system for stable operation at a single frequency with linewidths

less than 1 MHz rms. The pump laser outputs up to 10 W of power at 532 nm
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and has excellent pointing stability. A typical output pump power for the Verdi is

approximately 5.5 W to avoid saturation of the dye. For the dye laser, we utilize 1.17

grams of LD 688 dye dissolved in 1.1 liters of 2-phenoxyethanol, with a peak output

power of approximately 900 mW of power in single-mode operation near 671 nm.

Over time, degradation of the dye results from repeated pump cycles, necessitating

a dye change when the output power drops to approximately 300 mW.

A Coherent DeMaria ElectroOptics Systems Inc. LC100-NV CO2 laser with a

peak output power of 110 Watts at a wavelength of 10.6 μm is used for standing

wave trapping beam generation and forced evaporative cooling. Following initial

evaporation, a total of 400,000 atoms per spin state are obtained, and after forced

evaporation, approximately 50,000 atoms remain. An extensive discussion of the

optical layout, noise and trap heating effects, cooling, and electronic control system

for this laser has been provided in the thesis of Le Luo; we discuss in here the basic

physics of such a trap, some improvements to the beam path, with a focus on the

standing wave trap configuration and its characteristics.

4.2 Optical Layout for Dye Laser Beams

The optical layout for the beam generated by the Coherent 899-21 dye laser is shown

in Figure 4.1. The light from the dye laser is further subdivided into the locking

region beam, slowing beam, MOT and repump beams, and imaging beams.

We point out for now two recurrent beam routing schemes encountered in Figure

4.1: (a) To distribute the power of a laser beam, we employ a half waveplate (HWP)

in conjunction with a polarising beam splitting cube (PBS). This configuration splits

the beam into two separate beams with perpendicular polarizations. (b) The com-

bination of an acousto-optic modulator (AOM), quarter wave plate (QWP), and a

mirror; an AOM diffracts an incoming beam into its multiple orders, the frequency

of the beam is chosen by selecting the beam of the appropriate order (usually the
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Figure 4.1: Optical layout for generating the MOT, slowing, locking region, and
camera beams. The solid lines are MOT and slowing beams, the dashed line is the
camera beam, which leads to imaging optics that we describe in a later section. The
dot-dashed line is the locking region beam. The squares are polarizing beam splitting
cubes. The schematic is not to scale [3].
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first), and the intensity of the beam is varied by crystal alignment. In both cases,

the voltage applied to the crystal sets the nominal frequencies and intensities. A

quarter wave plate converts linearly polarized light into circularly polarized light;

used together with a mirror, the configuration rotates the polarization of the light

by 180 degrees.

The output of the laser is split into two main paths: one for the lock region and

imaging beams. The other is composed of the slower, MOT and repump beams. The

former path is composed of the reflections off the front and back of a thick glass

plate, and contains approximately 4 percent of the total laser power. The latter

path is the transmitted beam, which is then directed to a HWP-PBS combination.

This combination splits the incident light into the slower and MOT-repump paths.

Approximately 100 mW of power is required for the slowing beam, which traverses a

telescope configuration to focus the beam at the nozzle of the oven thereby optimizing

MOT loading. The output of the laser is locked 200 MHz below resonance for the

slower beam, which contains much more power than any sub-beam path with an

AOM. A combination of a glan prism and quarter waveplate ensures a nearly perfect

circular polarization to address the optical transition in the Zeeman slower.

We now consider in the following subsections some facts on the lock and slower

regions, leaving a detailed description of the MOT, repumper, and imaging beams

to later sections.

4.2.1 Laser frequency locking

For typical cold atom experiments, the laser frequency should ideally remain stable

to within one MHz for several hours. As an added challenge for the experiments de-

scribed in this work, the laser undergoes two frequency unlock-shift-relock shifts per

experimental cycle: once to blow out a spin state prior to forming spin-imbalanced

mixtures, and another for the imaging.
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To provide a stable lock, approximately 1 - 2 mW of laser power is upshifted

by about 200 MHz by a double passed AO and sent into the locking region, which

consists of an atomic beam in a vacuum system separate from the main chamber.

The DC voltage for AO frequency shift is modulated by a 10 kHz sine wave to provide

a reference frequency for a Stanford Research System SR510 lock-in amplifier. The

modulation depth is chosen less than 2 percent of the amplitude of the carrier wave

to avoid amplitude modulation of the laser power.

A probe beam, upshifted by approximately 200 MHz by a double-passed AOM,

passes through a λ{4 waveplate to produce a circular polarized light beam, which

perpendicularly intersects the atomic beam in the locking vacuum chamber. The

resulting resonance fluorescence signal is collected by a PMT, which is converted

into a voltage signal, before being sent to a lock-in amplifier. The lock-in amplifier

outputs a linear error signal, which is used as the error signal for a home-built

electronic servo circuit. This circuit also drives the laser reference cavity, which

locks the laser frequency to the required frequency corresponding to the maximum

fluorescence.

4.2.2 Slower region

Upon exiting from a thermal source, the atoms travel at a speed of about 2 kilometers

per second. To slow them down for capture in an atomic trap, we employ a slower,

composed of a series of graduated wire coils connected to a Hewlett-Packard 6246B

power supply. Built by Bason Clancy and a previous undergraduate in the group,

the wire coils are separated by air fins for efficient heat dissipation. The slower beam

is first expanded by a telescope before being directed through the vacuum chamber

and focused at the nozzle of the oven. Upon exiting the slower, atoms travelling

at about 2 kilometers per second upon entering the Zeeman slower can be slowed

to approximately 30 meters per second upon exiting the slower, slow enough to be
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captured in the next stage of cooling, the work horse for the initial production of cold

samples in a variety of atom cooling and trapping experiments: the magneto-optical

trap (MOT).

4.3 Creating a Cold Atom Sample

This section begins by exploring the basic physics of a MOT, before going on to

describe the trapping beams, implementation requirements, and magnet supplies.

4.3.1 Physics of a MOT

As implied by its name, the trap employs a combination of three-dimensional optical

Doppler cooling and spatial magnetic field tuning of optical forces to provide con-

finement. Figure 4.2 shows a one-dimensional schematic which captures the essential

physics of a MOT. For simplicity, we consider atoms in a ground state with total

angular momentum F “ 0, and atoms in the first excited state with total angular

momentum F “ 1. A spherical quadrupole magnetic field splits the degeneracy

of the hyperfine states mF “ ´1, 0, 1, resulting in a linear variation of the energy

levels about the center of the trap. In addition to the magnetic field, two counter-

propagating red-detuned optical beams with opposite polarizations are applied. The

moving atoms absorb photons preferentially from the beam propagating in the op-

posite direction to their motion, resulting in an overall momentum decrease. As

illustrated in Figure 4.2, atoms in the ground state moving to the z ą 0 region are

closer to resonance with the mF 1 “ ´1 state than the mF 1 “ 0 or mF 1 “ 1 states.

Thus, there is a higher probability for photon absorption from the σ´ beam, and

subsequent promotion for ground state atoms to the mF 1 “ ´1 state.

To estimate the temperature of the MOT, we note that the minimum temperature

achievable is set by a balance between the cooling rate and heating rate. We denote

the detuning between the laser frequency and atomic resonance frequency in units
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of linewidth, δ ” pω ´ ω0q{pγs{2q, where γs{2 is the half-width at half-maximum

(HWHM) of the Lorentzian factors. The cooling is most effective relative to the

heating when ω ´ ω0 is as large as possible. Since

pω ´ ω0q
pω ´ ω0q2 ` pγs{2q2 “ 2

γs

δ

δ2 ` 1
, (4.1)

we maximize the δ-dependent factor by differentiation and obtain δ2=1. Since we

want negative detuning, the ideal case is δ=-1, or

pω ´ ω0qopt “ ´γs
2
. (4.2)

The heating rate can then be shown to be

ˆ
dE

dt

˙
opt

“ σ0I

�ω
¨ 2 ¨

"
´�q2v2x

γs
` ER

*
. (4.3)

At equilibrium, when the average heating rate balances the cooling rate, the mean

square velocity must satisfy

�q2

γs
xv2xy “ ER “ �

2q2

2m
, (4.4)

where ER denotes the recoil energy. Hence, we obtain pv2xq p�γs{2mq or

m

2
xv2xy “ �γs

4
“ kBTDoppler

2
, (4.5)

where we use the equipartition theorem for the energy in the x-direction. The Doppler

limited temperature is then

kBTDoppler “ �γs
2
. (4.6)
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Figure 4.2: Schematic of a MOT. An optical beam propagating from left to right
has a circular polarization of σ` while the counter-propagating beam has a circular
polarization of σ´.

For three-dimensional cooling in the simplest configuration, we use 3 orthogonal sets

of counter-propagating beams for cooling, which yields the same limiting temperature

in each direction. For 6Li, we have γs= 2π ˆ 5.9 MHz. Using �γs “ hγspHzq, we
have TDoppler “ 140μK.

For atoms close to the trap center, the net force is inversely proportional to the

frequency detuning, with a spatial dependence given by F “ ´Kz. The optimum

spring constant, K, is given by

K “ �k

2

Δμ

�

BB
Bz , (4.7)

with k the wavevector of the laser photon, Δμ the change of the magnetic moment

from the lower level to the upper level, and BB
Bz the magnetic field gradient. The

maximum size of the MOT is determined by the Zeeman detuning
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Δμ

�

BB
Bz zmax “ 2πγs. (4.8)

Thus, the depth of the MOT is given by

Umax “ 1

2
Koptz

2
max “ hγs

4
kzmax “ kBTDoppler

kzmax

2
, (4.9)

with kBTDoppler “ �γs{2 “ 140μK the limiting temperature for Doppler cooling due

to heating arising from spontaneous emission. We estimate the depth of the MOT

to be approximately 1 K.

We now proceed to describe the conditions for generating a MOT in the lab.

4.3.2 Generating a MOT

To generate a MOT, an incoming beam first double passes a MOT AO which upshifts

the laser frequency by approximately 165 MHz for the optical transition correspond-

ing to the F “ 3{2 ground state. A HWP-PBS combination directs approximately

25 percent of the incoming power into the repumper AO. Here, the light is further

upshifted by approximately 228 MHz to address the transition corresponding to the

F “ 1{2 ground state. Optimal MOT loading is found to occur when the MOT to re-

pump powers are in a 3:1 ratio. The MOT and repumper beams are first recombined

before being split once again into three mutually perpendicular beams. Each beam

is expanded to approximately 1.5 inches in diameter before being passed through

a QWP to generate the requisite polarisation. Upon exiting the vacuum chamber,

each beam is passed through a QWP-mirror combination to produce an opposite

polarisation to the incoming beam.
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Table 4.1: Parameters used for various stages of the MOT. Numbers before brackets
denote AO detunings from resonance.

Loading Cooling Pumping
Detuning -30 MHz (MOT) -5 MHz (MOT) 0 (MOT)

-10 MHz (Repumper) -5 MHz (Repumper) Off
Intensity Full Decrease Full
Duration 10 s 5 ms 200 μs

Atom Number 200 x 106 N.A. 2 x 106

4.3.3 Loading a MOT into an Optical Trap

Prior to starting our experiments, we do our best to ensure that a sufficiently large

number of atoms is available in the optical trap. Fulfilling this condition translates

to more efficient evaporation, and a better signal-to-noise ratio for imaging. We

optimize the transfer of atoms from the MOT to an optical trap in three-steps,

termed the loading, cooling, and pumping stages. In the loading stage, we wish to

load a maximum number of atoms into the MOT. From equation (4.8), we note that

the size of the MOT is proportional to the detuning of the MOT beams, thus we set

the detuning beams to be approximately six linewidths below resonance. The next

step would be the cooling stage of the MOT, where we seek to compress the volume

of the MOT thereby ensuring that only the coldest atoms close to the Doppler limit

of 140μK remain at the bottom of the trap. In the optical pumping stage, the

repump beams are completely shut, leaving the MOT beams to pump all atoms into

the F “ 1{2 ground state. The parameters for these stages of a MOT are shown in

Table 4.1.

A timing sequence used in this section for daily optimization of the FORT fluores-

cence, with typical timescales for the three stages of the MOT, is shown in Appendix

B. The EXCEL file shows the time points and the duration of each step for the

experiment, in units of 10´4 s. A total of nine analog channels send user-defined
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voltages to the lock region, MOT, rempump, and imaging AOMs, the MOT and

high field magnet supplies, and the chopper controller. In addition, there are 24

available digital channels which switch a preset voltage value on or off at various

time steps of the experimental sequence.

In addition to the voltage controls described above, we are able to optimize the

atom number further by moving the MOT relative to the optical trap. This is done

in the horizontal plane with three bias trim coils. A variable resistor with a 2 ohm

range in parallel with the bottom MOT magnet coils translates the MOT vertically.

Together, these fine controls achieve a perfect overlap of the center of the MOT with

the center of the optical trap for maximum loading.

4.4 High Field Magnets

4.4.1 Power Supplies and Current Sensor

The MOT magnet coils are in an anti-Helmholtz configuration and are powered by

an Agilent 6651A power supply in constant current mode at 1 V, 12 A. This current

produces a magnetic field gradient of 28 G/cm at the center of the trapping region.

The high field magnet coils are run in a Helmholtz configuration and are powered

by an Agilent 6691A power supply capable of providing currents as high as 250 A

and producing uniform magnetic fields of up to 1300 Gauss. To avoid overheating,

interlocks are implemented to monitor the power consumption of the magnets as well

as the flow of cooling water. An analog external voltage from 0 to +5 V is used to

control the output current of the power supply. When we demand a magnetic field

change by sending two different command voltages in sequence, the Agilent power

supply has an internal delay, which makes the magnetic field exponentially increase

or decrease from the original magnetic field to the final field. The total time for

changing magnetic fields is measured to be 0.8 seconds.

In order to optimize loading of the MOT to the FORT, we have found it necessary
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to make adjustments to the MOT location particularly following a dye change. To

displace the MOT in the horizontal plane, the current through two sets of horizontal

trim coils is adjusted with an external power supply. For vertical adjustment of the

MOT, a 2-Ohm variable resistor was placed in parallel with the bottom MOT coil

to vary the current flow.

To monitor the stability of current flow from the power supply to the magnets,

our experiments incorporated an LEM IT 200-S UltraStab current transducer current

sensor. A 1 mV variation on the current sensor reading corresponds to a 0.2 G shift

in the magnetic field. A typical radio-frequency spectrum consists of 4 runs of 30

randomly sampled data points each, taking approximately 45 seconds per data point,

and 90 minutes per complete scan, during which the current sensor reading varies by

approximately 370 μV, corresponding to a magnetic field stability of 74 mG.

4.5 Carbon Dioxide Laser Trap

The workhorse trapping laser used in our lab is a Coherent GEM-SELECT 100

carbon dioxide laser which outputs 110 W of power. To allow for higher transverse

spatial frequencies to diffract away, creating a better mode prior to entering the AO,

the output beam is reflected off two mirrors. This reduces thermal fluctuations of the

beam after the AO. The first-order refracted beam from the IntraAction Corporation

AGM-4010BG1 AO used to generate the optical trap has an efficiency of 70 percent.

This AO is in turn driven by a modified IntraAction GE-4050 RF modulator. The

power of the trap at the end of the beam path is user-controlled by appropriately

varying the amplitude and frequency (40 MHz and 32 MHz) of the RF waves from the

RF modulator. The 32 MHz is used to maintain the temperature of the AO as the

power of the 40 MHz is reduced. The temperature compensation allows the beam

path to be nominally constant as the trap depth is lowered. To correct for beam

ellipticity, two pairs of cylindrical lenses with focal lengths of 50 mm are employed.
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The first set of lenses, positioned after the AO, sets the aspect ratio of the beam near

the input to the expansion telescope. The second pair of lenses, placed before the

expanding telescope, changes the curvature of the optical trap. The optical layout

for beam conditioning is shown in Figure 4.3. Typically, we measure an overall

efficiency of approximately 50 percent after accounting for losses due to absorption

and reflection from lens surfaces, and AO efficiency.

4.5.1 Far off-resonance dipole trap (FORT) physics

We begin this section by investigating the optical dipole forces on an atom. When

placed in an external electric field, a neutral atom experiences a net force due to

interactions between the static dipole moment of the atoms and the external electric

field. In an optical field, an oscillating electric field generates an induced dipole mo-

ment given by d “ αE. The optical dipole force arises from the dispersive interaction

of the induced atomic dipole moment with the intensity gradient of the light field.

The interaction potential of the induced dipole moment in the optical field is given

by

U “ ´1

2
d ¨ E “ ´1

2
αE2, (4.10)

where the factor of 1
2
accounts for the fact that the dipole moment is an induced,

not a permanent one. In terms of the intensity of the optical field, this potential can

be rewritten as

U “ ´1

4
αε2 “ ´2π

c
αIpCGSq “ ´ 1

2ε0c
αIpMKSq, (4.11)

where the time averaging E2 is ε2{2. ε is the slowly-varying field amplitude of the

optical field and I is the optical intensity.

The polarizability of atoms in the ground state is given by
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Figure 4.3: Carbon dioxide laser beam path [4]. At the end of the beam path,
we typically end up with approximately 50 percent of the power at the source. To
account for diurnal variations, we optimize the chiller flow rate through the laser
power supply and coolant temperature in 0.1 degree steps before parametric trap
characterization.
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α “ 1

�

ÿ
μ2
eg

„
1

ωeg ´ ω
` 1

ωeg ` ω

j
, (4.12)

where μeg is the electric dipole moment transition matrix element between ground

state |gy and excited state |ey, and ωeg is the associated transition frequency. In a

semi-classical treatment, we estimate the polarizability by integration of the equa-

tion of motion for a driven electron bound elastically to the core :x ` Γω 9x ` ω2
0x “

´eEptq{me, which yields the result

α “ e2

me

1

ω2
0 ´ ω2 ´ iωΓω

. (4.13)

In this equation,

Γω “ e2ω2

6πε0mec3
(4.14)

is the classical damping rate due to the radiative energy loss. For atoms to be trapped

at the focus of the beam, the polarizability α needs to be positive. This implies that

the laser frequency be red detuned .

The light intensity of a focused laser beam is almost Gaussian. In cylindrical

coordinates, this is given by

Ipr, zq “ I0
1 ` pz{zF q2 exp

˜
´2r2

a2f

¸
, (4.15)

where λ is the wavelength of the laser beam. I0 is the maximum beam intensity at

the focal point z “ 0, zf “ πa2f{λ is the Rayleigh range, and af is the 1{e2 width of

the intensity at the focal point. Accordingly, the optical potential also has the same

Gaussian shape
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Ugausspr, zq “ ´ U0

1 ` pz{zf q2 exp
˜

´2r2

a2f

¸
, (4.16)

with U0 “ αI0
2ε0c

.

In the deepest portion of the optical trap, the Gaussian potential is well ap-

proximated by a harmonic one. A Taylor expansion of the Gaussian potential leads

to

Upr, zq » ´U0 ` U0

z2f
z2 ` 2

U0

a2f
r2 ` ... (4.17)

Comparing the z2 and r2 terms with the harmonic oscillator potential for a particle

with mass m, we obtain

U0

z2f
z2 ” 1

2
mω2

zz
2 , 2

U0

a2f
r2 ” 1

2
mω2

rr
2, (4.18)

with the radial and axial harmonic frequencies given by

ωz “
d

2U0

mz2f
, ωr “

d
4U0

ma2f
. (4.19)

In an electromagnetic field, an oscillating dipole radiates power given by the

equation

P “ 2 :d2

3c3
“ 1

3c

3

ω4α2ε2, (4.20)

where α is the polarizability of atoms, ω is the frequency of the photon, and ε is the

amplitude of the optical field. The atom-photon scattering rate Rsc is

Rsc “ P

�ω
“ σsI0

�ck
, (4.21)
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where σs “ 8πα2k4{3 is the atom-photon scattering cross section. The atomic res-

onant frequency ωeg is much larger than the carbon dioxide laser frequency. Thus,

equation (4.12) gives α “ αs ” 2μ2
eg{�ωeg, which is the static polarizability of a

two-level atom. The trap depth and atom-scattering rate of a single-beam trap are

given by

U0 “ 2παsI0{c (4.22)

Rsc “ 2Γ

�ω0

ˆ
ω

ω0

˙3

U0, (4.23)

where Γ “ 4μ2
egω

3
eg{3�c3 is the spontaneous emission rate (resonance linewidth) for

a two-level atom.

4.6 Standing wave dipole trap

As described in Chapter 1 and probably understood by the reader at this point,

a quasi-2D Fermi gas is realised in a standing wave trap. An integral part of our

standing wave experiments is based on the timed motion of a mechanical chopper,

which serves to deflect the beam into an air-cooled Kentek beam dump for single

beam experiments and initial forced evaporation. In this configuration, a command

voltage of +5V moves the mechanical chopper upwards. Conversely, an applied

voltage of -5V moves the chopper downwards. In the cooling stages of a cycle prior

to high resolution imaging, a voltage pulse triggers the lifting of the chopper, thus

setting up the standing wave trap. Post-imaging, the trapping beam is extinguished,

and a reverse voltage causes the chopper to be lowered, ready for the next cycle.

The trap potential for a standing wave set up along the axial z-direction in our

experiments can be approximated by
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Uswprq “ ´U0 cos
2pkzq

«
1 ´ 2

ˆ
r

w0

˙2

´
ˆ
z

zR

˙2
ff
, (4.24)

with U0 the potential depth, k the wavevector, w0 the 1{e2 beam waist and zR “
πw2

0{λ the Rayleigh length. The potential depth is four times as large as the cor-

responding single-beam potential depth. The axial trapping potential is spatially

modulated with a period of λ{2 “ 5.3μm. Atoms are tightly confined in the anti-

nodes of the resulting standing wave. The resulting extension of our pancake samples,

5.3μm is much less than the specified beam waist of 50 μm. Further, the tight beam

waist leads to a large Rayleigh length, zR , of approximately 750μm. Hence, the last

two terms in equation (4.24) are usually dropped. The curvature of the wavefront

and the polarization for the standing wave configurations are maintained from the

initial single-beam configuration.

4.6.1 Trap characterization by Parametric Resonance

To measure the oscillation frequency of atoms in the trap, the technique of parametric

resonance is employed. In a standing wave dipole trap, there are three resonant

frequencies corresponding to the three orthogonal spatial dimensions. For the quasi-

2D gas experiments, the frequencies in the radial (x,y) direction are symmetric,

whereas the atoms are tightly confined in the axial (z) direction. To determine the

resonant frequencies, the trap laser intensity is sinusoidally modulated at a frequency

ν, with a small amplitude. At the resonant frequencies of the respective directions,

the atoms will be excited and make jumps to higher energy levels. From energetic

considerations, such an excitation shows up as an increase in mean square cloud size

as a function of drive frequency with negligible loss of atoms following release from

the optical trap and a small time-of-flight.

The resulting trap frequencies employed in our experiments have a radial-to-
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Figure 4.4: The technique of parametric resonance is used to estimate trap fre-
quencies. Shown here are measured cloud sizes as a function of drive frequen-
cies for a standing wave at low trap depth (0.5 percent of maximum power). In
the figure on the left, we measure the axial trap frequency to be approximately
ωz “ 2π ˆ 17.5{2 “ 2π ˆ 8.75 kHz. The spectrum shown is obtained following
a drive for 0.2 seconds, followed by a 0.5 second equilibration time. Similarly,
we see in the figure on the right that the radial trap frequency is approximately
ωK “ 2π ˆ 800{2 “ 2π ˆ 400 Hz. This spectrum is obtained following a 0.5 second
drive with three times the amplitude used in (a) and a 0.5 second equilibration time.

axial ratio of approximately 1 : 22, as shown in Figure 4.4. Here, an excitation of a

weakly interacting gas at twice the resonant trap frequency leads to an approximate

15 percent increase in cloud size. However, at low trap depths, anharmonic effects

lower the measured resonance frequency.

4.7 Radio-frequency Setup for generating spin imbalance

As discussed in Chapter 2, transitions between the hyperfine ground states of 6Li

atoms occur in the radio-frequency range. Having an RF antenna installed in the

vacuum chamber accomplished three essential objectives: (a) Balancing of spin state

populations prior to forced evaporation for efficient cooling. (b) Rapid passage for

the formation of ultracold spin-imbalanced samples, and (c) Radio-frequency spec-

troscopy as a probe of sample microscopic thermodynamics, pairing and superfluidity,
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for example. In its current state, the setup is capable of all three implementations

within the same automated experimental cycle.

4.7.1 Spin Balancing

The source of the RF signal for spin-balancing is a Hewlett Packard 33120A function

generator whose output is routed through a Mini-Circuits 15542 ZAD-1 frequency

mixer before being sent to the antenna. In our scheme, a noisy RF pulse centered at

a central frequency of 8.75 MHz and peak-to-peak amplitude of 800 mV is frequency-

modulated by 1 MHz with a 1 kHz linear ramp for 0.1 seconds. The central frequency

is selected to correspond to the calculated frequency splitting of the two lowest

hyperfine states at the applied magnetic field of approximately 8 G. A typical spin-

balance ratio of approximately 99 percent is achieved by averaging over 10 shots

prior to the start of our experiments.

4.7.2 Rapid Passage

To create spin imbalance in a cooled atom sample starting with an initially spin-

balanced 1-2 mixture, we apply a radio-frequency sweep to selectively transfer the

population of atoms in state 2 to state 3, before blowing out atoms in state 3 with

a short optical pulse at a magnetic field which corresponds to a weak interaction

between the atoms to avoid three-body recombination losses and heating. The re-

sulting spin-imbalanced 1-2 mixture is then brought to the desired field for further

cooling. In practice, we first sweep the magnetic field after forced evaporation at 832

G to the weakly interacting regime at 1200 G. A 5 V signal from the computer card

triggers an Agilent 33250A Arbitrary Wavefunction Generator to output a linear

ramp with a peak-to-peak voltage of 2 V. This linear sweep is applied to the MOD

IN input of an Agilent N9310A frequency generator which outputs a sine wave of

central frequency 80.354 MHz with a frequency modulation of 5 kHz. Changing the
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amplitude of the linear sweep changes the efficiency of transfer.

For adiabatic passage, the transfer efficiency, T, is given by

T9e´2π

ˆ
Ω2
R
9ω

˙
, (4.25)

where ΩR is the Rabi frequency and 9ω is the frequency sweep rate. Hence, a slow

sweep ensures efficient transfer of atoms from one internal state to another. Con-

versely, a rapid sweep results in incomplete transfer. Subsequently, we utilize a 7 μs

optical pulse to blow out atoms in state 3. This results in a spin-polarized Fermi

gas. Prior to reaching the rf antenna, all signals are routed through an Amplifier

Research Model 30L amplifier, which provides a specified amplification of 35 dBm.

4.8 High Resolution Absorption Imaging

The imaging method employed in our experiments is that of absorption imaging.

Compared to other forms of imaging, such as phase-contrast imaging, our method

allows a direct observation of cloud density profiles. In this method, following a short

expansion time of approximately 30 μs upon release from the optical trap, a resonant

pulse of light strikes the cloud and the resulting shadow image is recorded on a CCD

camera. This process is destructive in nature, and results in atoms in the cloud being

scattered. As a control light pulse, a second pulse is triggered after these atoms have

had time to disperse. Comparing photon counts in this second pulse with photon

counts in the first allows one to reconstruct the spatial distribution of the atoms.

To study the thermodynamics of a spin-imbalanced quasi-2D Fermi gas, one re-

quires high resolution images of the individual sites achieved in a standing wave

optical dipole trap. Furthermore, to calibrate the temperature of the samples pre-

cisely necessitates imaging of the wings of the density profiles. The geometry of the

vacuum chamber sets the diffraction limit to approximately 3 μm along the horizon-

tal direction, and 1.8 μm along the vertical direction. Due to further limits imposed
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by a magnet holder, as well as space limitations for the magnification optics in the

vertical direction, the images obtained in this thesis were from side port imaging.

In this scheme, illustrated in Figure 2.1, photons in a beam propagating along the

y-direction are absorbed by atoms in the cloud; What is reflected on the image (x-z)

plane, therefore, is a shadow image of the atoms.

We now discuss some considerations in high resolution imaging, before investi-

gating the absorption of a probe beam whose frequency is close to resonance in a

two-level closed atomic system, and the implementation of high resolution, spin-

selective imaging.

4.8.1 Absorption Imaging of Atomic Samples

Absorption imaging of 6Li atoms in a high external magnetic field (ě 300 Gauss)

can be thought of as exciting the 2S1{2 Ñ2 P3{2 transition. In this thesis, the atomic

levels are separated by approximately 80 MHz. Laser light with linear polarization

perpendicular to the quantization axis of the magnetic field is used for absorption

imaging, and its frequency is adjusted to select the mJ “ ´1 transition.

The resonant optical absorption cross section is a two level system is given by

σopt “ 4πkpê ¨ μ̂q2
�γs{2 , (4.26)

where μ̂ is the vector of the optical transition element pointing along the quantization

direction of the magnetic field, and ê is the unit vector of the linear momentum of

the photon, with k the wavevector of the the photon and γs “ 4μ2k3{3� the natural

linewidth of the transition. In the case of left-circularly polarized imaging light

propagating coaxially with the quantization axis of the magnetic field, we define

ê ¨ μ̂ “ μ and we obtain

σ´
opt “ 3λ2

2π
. (4.27)
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In the case of imaging light with x̂ linear polarization perpendicular to the quantiza-

tion axis of the magnetic field, we have êx “ ´ê`{?
2` ê`{?

2, where ê` correspond

to right-circular and left-circular polarized light, respectively. Right circular polar-

ized light is for the ΔmJ “ 1 transition, which is well separated from the ΔmJ “ ´1

transition, so only one component of the light can be absorbed by the atoms. We

readily get the optical cross section for the imaging light whose linear polarization

is perpendicular to the magnetic field

σ˚
opt “ 3λ2

4π
. (4.28)

For 6Li atoms, σo̊pt “ 0.107μm2. This optical cross section is a factor of 2 smaller than

that of the absorption imaging using left-circularly polarized light, which propagates

coaxially along the quantization axis of the magnetic field.

4.8.2 Atom acceleration, cloud density effects

In this section, we consider Beer’s Law in the case of a high input intensity, which

results in atoms being accelerated and detuned. The energy contained in a beam

of light with energy E0 is characterized by an intensity distribution I0. Consider an

absorber, with cross-sectional area A perpendicular to the beam with a width of dz.

The total energy absorbed from the beam in time Δt is

ΔE “ ´hνRNΔt, (4.29)

where R denotes the number of photons absorbed from the beam per atom per

unit time. The total atom number in the absorber, with density n is N “ nAdz.

Substituting for N, we obtain Beer’s law for intensities as

dI

dz
“ ´hνRn. (4.30)
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In steady-state, the excited state population ne is set by the corresponding rates:

9ne “ absorption ´ stim.emission ´ spon.emission “ 0 (4.31)

The first two terms give the number of photons missing from the beam per unit time

R “ γne (4.32)

where γ “ 2πx 5.87 MHz is the natural linewidth of the 6Li 2s1{2 Ñ 2p3{2 transition.

The steady state solution of the optical Bloch equations give

ne “ s

2p1 ` sq (4.33)

with the saturation parameter s given by

s “ I

Is

ˆ
γ2

4δ2 ` γ2

˙
, (4.34)

where the saturation intensity Is “ hπcγ
3λ3 and λ=671 nm. Both detuning and the

natural linewidth are written in units of the angular frequency. Defining s0 “ I{Is
and Δ “ δ{γ, Beer’s law becomes

Is
ds0
dz

“ ´hνγn

2

s0
1 ` s0 ` 4Δ2

. (4.35)

Substituting Is, we get

ds0 ` p1 ` 4Δ2qds0
s0

“ ´σndz, (4.36)

where the absorption cross section σ “ 3λ2

2π
= 0.215 μm2. If we now write s0 Ñ s

such that s0 corresponds to the input intensity and s to the transmitted intensity,

we obtain
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ds ` p1 ` 4Δ2qds
s

“ ´σndz. (4.37)

Integrating equation(4.37) leads to

ps ´ s0q ` p1 ` 4Δ2qln s
s0

“ ´σñ, (4.38)

where s0 is the saturation parameter on resonance before the absorber, s being the

corresponding quantity after the absorber, and the column density represented by

ñ “ ş
ndz. Equation (4.38) can be solved numerically for an input intensity and

optical density OD “ σñ

4.8.3 Atom Acceleration due to Input Intensity

Upon multiple absorption-emission cycles, each atom gains momentum k per sponta-

neous emission event along the laser beam at a rate R that results in a spontaneous

force. This force leads to atomic acceleration which Doppler shifts the laser frequency

away from resonance. In what follows, we assume a time-dependent Doppler shift,

δptq with δp0q= 0. Writing δptq “ ´�k ¨ �vptq for an initially resonant pulse, Newton’s

Second Law reads

m 9v “ �k
γ

2

s0

1 ` s0 `
´

2kν
γ

¯2 . (4.39)

Rearranging terms leads to

ˆ
1 ` s0 ` 4k2v2

γ2

˙
dv “ �k

γ

2

s0
m
dt. (4.40)

Assuming the atoms to be at rest initially, i.e. v|t“0 “ 0, the velocity is given by

the cubic equation
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4k2

3γ2
v3 ` p1 ` s0qv ´ �k

γ

2

s0
m
t “ 0. (4.41)

The corresponding detuning will be given be

4

3
Δ3 ` p1 ` s0qΔ ` �k2

s0
2m

t “ 0. (4.42)

Solving these equations numerically, we see that for s0 = 5, the maximum dis-

pacement due to the spontaneous force is about r “ 25μm as the acceleration is

about 106m{s2.

4.8.4 Estimation of optical density

In high resolution absorption imaging of our atoms, we wanted to ensure that the

cloud sizes were a few times that of the obtainable resolution; for pancake samples

spaced 5.3μm apart, we eventually worked with radial cloud sizes larger than 15μm.

The cloud size is in turn set by the final trap depth; a deep trap gives rise to tighter

confinement and consequently a smaller cloud. However, atoms in tighter traps

being more closely packed, give rise to high central cloud densities. The problem

of atom acceleration discussed in the previous subsection then becomes pronounced,

rendering quantities extracted from the images, such as the atom number, inaccurate.

To give the reader a sense of the trap depths we work at to overcome these problems,

we present our estimation of the optical density in this section.

We begin by assuming atoms to be in the ground state of the quantum har-

monic oscillator in the axial direction and harmonically trapped non-interacting

zero-temperature 2D Fermi gas in the radial direction. The gas density can then

be written, from equation (2.64), as

npρ, zq “ N

c
mωz

π�
e´mωz

�
z2 ¨ 2

πR2
TF

ˆ
1 ´ ρ2

R2
TF

˙
Θ rRTF ´ ρs , (4.43)
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where the Fermi radius RTF “
b

2EF

mω2K
“

b
�

mωK ¨ p8Nq1{4. The density is normalized

to the atom number N (per spin state). The column density is given by

ñpx, zq “
ż
npx, y, zqdy “ N

c
mωz

π�
e´mωzz

2

� ¨ 1

RTF

ˆ
1 ´ x2

R2

˙3{2
Θ rRTF ´ |x|s .

(4.44)

The optical density is then

OD “ ñ|maxσ “ N?
πRTF

σ

lz
, (4.45)

with the harmonic oscillator length, lz , denoted as lz “
b

�

mωz
, and σ “ 0.215μm2

the absorption cross section. Assuming ωz{ωK “ 25,

lz ¨ RTF “ 5p8Nq1{4 �

mωz

. (4.46)

The axial trap frequency scales with the CO2 laser power as ωz “ 2π ¨17kHz ?
P .

The total atom number 2N was approximately 1600, and thus

OD „ 100μm2

lzσK
. (4.47)

We note the scaling relation OD „ N3{4ωz. For imaging purposes, we maintain an

optical density of approximately 1.

4.9 Practical Implementation of High Resolution Imaging

Having described the theory behind absorption imaging, and provided estimates

for the optical density and atom acceleration effects, we proceed to discuss some

practical considerations in the implementation of a high resolution imaging setup.
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The acousto-optic modulator (AOM) setup was modified from previous group theses

to enable dual spin imaging. In addition, we installed a new Pixelfly QE camera

capable of taking two sequential shots in a short amount of time. This was crucial

for an accurate determination of the sample polarisation for our studies on spin-

imbalanced gases.

4.9.1 AOM arrangement for dual spin imaging

To condition the imaging beam for rapid sequential dual spin imaging, we utilised the

arrangement for the acousto-optic modulators shown in Figure 4.5. The power of an

incoming beam is first divided by a polarising beam splitting cube into a lock beam

region and the imaging beam. The imaging beam is then focused by a ThorLabs LB

1676-B lens with a focal length of 100 mm onto an ISOMET Model 1206C acousto-

optic modulator (AOM) capable of imparting a frequency shift of 25 MHz each way

about a central frequency of 110 MHz. At an operational magnetic field of 832 G, the

separation of the two lowest hyperfine states of lithium are approximately 74 MHz

apart with a magnetic field tunability of about 1.4 kHz per Gauss. The nominal

voltage sent to the AOM parks the frequency shift imparted to the imaging beam

at the middle of the 1-2 transition after a double-pass. This provides a symmetric

frequency shift to each spin state. Each of the two arms shown contains an LB 1465-

B lens with a focal length of 500 mm, and a QWP-mirror combination to condition

the first order beam resulting from the imparted voltage shift for the respective

spin-state of interest.

4.9.2 Rapid sequential imaging of minority and majority hyperfine states

In our experiments, a compact, high-resolution Pixelfly QE CCD (Charge-Coupled

Display) camera employing digital temperature compensation is used. A unique

double-shutter feature of the model allows the user to acquire two images in succes-
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Figure 4.5: Optical layout to condition the imaging beam for rapid sequential
imaging.

sion. In this setting, there is a 1 μs delay between camera frames.

The voltage pulse sequences required to image a single spin species is illustrated

in Figure 4.6. Shown are the unlocking of the dye laser, frequency shifts, shutter

open times, and imaging AO voltage pulse durations relative to one another. The

camera AO amplitude denotes the times when imaging pulses are sent to the camera.

Figure 4.6: Voltage pulse sequences for the dye laser, imaging AO, and shutter for
imaging a single spin species.
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In this figure, the first shot, termed the signal shot, is fired to acquire an image of

the atoms. The second shot, termed the reference shot, is acquired after the atoms

have dispersed. We subtract the reference shot from the signal shot to obtain cloud

density profiles.

For our study of spin-imbalanced Fermi gases, we obtain a total of four images

per cycle. To determine the atom number per spin state, and hence the sample

polarization accurately, we image the minority population ten microseconds before

imaging majority atoms. The subsequent two reference shots are obtained after

waiting a few milliseconds for the atoms to disperse. This schematic is shown in

Figure 4.11.

4.9.3 High-resolution imaging

In this subsection, we illustrate some considerations in obtaining high-resolution im-

ages, which is essentially a competition between the diffraction limit and aberrations.

The diffraction limit is set by the geometry of the configuration, x “ fλ{d , where

f is the effective focal length of the lens, λ is the wavelength of the imaging beam,

670 nm , and d is the diameter of the aperture. In our case, the diffraction limit is

set by the geometry of the vacuum chamber. Although both vertical and horizontal

imaging ports were available, with the vertical port giving a better diffraction limit,

we settled upon the horizontal port with a diffraction limit of 3.5μm, due mainly to

mechanical stability and space constraint issues of the imaging optics.

An optical design software such as OSLO or ZEMAX is highly recommended for

the lens design enthusiast seeking to understand the aberrations inherent in an optical

system. In-built ray tracing capabilities make it convenient to generate diagnostics

ranging from ray fan plots to spot diagrams. Our simulations showed that spherical

aberrations were the dominant form of aberrations in our optical setup. These are

quantified by the root-mean-square spot size of the rays at focus.
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Figure 4.7: A spot diagram illustrates the competition between the diffraction limit
and spherical aberrations. For a diffraction limited imaging configuration, the rays
at the point of focus would fall within the diffraction limit, indicated by the black
circle. The case here shows the results of a simulation for our high resolution setup;
the geometrical root mean square size is calculated to be 0.2μm , clearly within the
diffraction limit of 3.5μm.

To achieve diffraction-limited resolution in our setup, we used a custom-designed

high-resolution objective from JML Optics as the focusing lens at the imaging port.

This is followed by a Newport achromat and a x 10 microscope objective for magni-

fication purposes. To obtain an estimate for the minimum beam spot size at focus

obtainable with the custom objective, we conducted a simulation in OSLO with the

optical path reversed as shown in Figure 4.8. Table 4.2 further shows the specifi-

cations of the objective, namely the radii of curvature for the individual surfaces,

the spacing between each surface, the aperture size of each surface, and the material

each optic is fabricated out of.

To evaluate the feasibility of our optical setup as a whole as shown in Figures

4.9 and 4.10, we used OSLO to generate the spot diagram shown in Figure 4.7. The

green dots represent the two dimensional distribution of ray pierces, computed by ray
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Figure 4.8: OSLO simulation of custom three-lens high-resolution objective posi-
tioned before a vacuum chamber window. As shown in Figure 4.9, the three lenses
are housed in a 50 mm lens mount. Specifications for lens surfaces, air spacings, lens
thickness, and glass types are listed in Table 4.2.

Table 4.2: Surface data for OSLO simulation of high-resolution objective employed
in experiments. An entrance beam radius of 18.4 mm yields a diffraction-limited
spot diagram shown in Figure 4.7.

SRF Radius of Curvature (mm) Thickness Aperture Radius Glass
OBJ 1e20 1e20 1e14 AIR
AST 178.57 6 25.4 N-BK7
2 -178.57 11.268 25.4 AIR
3 -128.77 3.9 25.4 N-BK7
4 1e20 24 25.4 AIR
5 104.24 5.1 25.4 B270
6 1e20 16.33 25.4 AIR
7 1e20 2.67 25.4 S-FSL5
8 1e20 115 13.489935 AIR
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Figure 4.9: Schematic view of side-port high-resolution imaging setup. Shown from
left to right are atoms, MDC vacuum chamber port, high resolution objective with
an effective focal length of 157 mm, an anti-reflection(AR)-coated Newport PAC
087, N-BK7 and SF-5 precision achromatic doublet with an effective focal length of
200 mm, a 4.2 mm thick glass slide on the Pixelfly camera, and the image plane.
The imaging beam focuses 130 mm from the edge of the high-resolution objective.
Dimensions are listed in mm. Figure not drawn to scale.

tracing equations, in the image plane at focus. The diffraction limit is represented

by the black circle. The more compact the spot diagram, the lesser the aberrations.

An unaberrated systems would have the spot diagram appear as a single point.

4.9.4 PixelFly camera characteristics

The camera employed in our experiments is a compact, high-resolution digital 12

bit CCD (Charge-Coupled Display) Pixelfly QE camera. The pixel array is 1392

pixels (horizontal) by 1024 pixels (vertical), with a pixel size of 6.45μm. An in-built

digital temperature compensation minimizes space requirements. The camera has a

specified quantum efficiency of 35 percent in standard operation mode and 50 percent

in high sensitivity mode at the operational wavelength of 670 nm. A low readout

noise of 7 e´ rms is desirable for imaging purposes. It is connected to our operating

system via a high speed serial data link. In addition, the system boasts available

exposure times ranging from 5 μs to 65 s.

A key reason for our choice of cameras was the unique double-shutter feature
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Figure 4.10: Photograph of side-port high-resolution imaging setup, showing a
custom-designed high-resolution objective placed next to the vacuum chamber, fol-
lowed by a precision achromat to focus the imaging beam, and a microscope objective
before the camera for further magnification. The entire setup is positioned in a cage
mount for tilt alignment.

which allows the user to acquire two images with a short interframing time. In this

setting, there is a 1 μs delay between the two frames. This is particularly crucial for

our experiments, where an accurate determination of the sample polarisation, given

by N2{N1 where N2 and N1 denote the number of minority and majority atoms

respectively, is essential. In our experiments, the signal shots for both spin species

are each 5μs in duration. For clarity, an image acquisition sequence illustrating the

time points for an external trigger, together with the signal and reference pulses for

both spin species is shown in Figure 4.11.
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Figure 4.11: Rapid sequential imaging light pulse sequence. An external trigger
prompts the Pixelfly QE camera to collect light for 137 ms. Imaging pulses of 5μs
duration are indicated by striped boxes. The minority species is imaged before the
majority species. The camera is triggered a second time 72.5 ms after the signal
shots are acquired to obtain reference shots.

4.9.5 Focusing the Camera

To determine the focal point of the cloud, we first note that the camera is mounted

on a tri-axis translation stage. The camera is translated along its imaging axis to

locate the point where the cloud radius is smallest to within ˘ 50 μm. To ascertain if

the location in question was the true focus, the camera is intentionally moved out of

focus and the frequency of the imaging beam detuned above and below resonance; in

one direction perpendicular to the camera (eg. away from the cloud), a blue-detuned

imaging beam gives rise to a split cloud while a red-detuned imaging beam gives rise

to a dim cloud. In the other direction (eg. closer to the cloud), the converse holds

true.

4.9.6 Magnification of Imaging System

The magnification of the imaging system is set by the ratio of the focal length (200

mm) of the Newport PAC 087 achromat to the high-resolution objective (specified

to be 157 mm) and the magnification of the microscope objective (4X) just before

the camera. These lead to a theoretical magnification of 5.1. The experimental

magnification is determined by a controlled displacement of the optical trap, and

a subsequent measurement of the corresponding motion of the atom cloud. As a
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realistic example for our experimental conditions, if a 50 μm displacement of the

optical trap corresponds to a 37 pixel shift of the maximum intensity point, a pixel

size of 6.45 μm would imply a magnification of 4.77.

4.9.7 Imaging Beam Size measurement

A large imaging beam introduces additional aberrations due to the additional optical

paths traversed by the beam to the plane of focus. A smaller beam with the same

power, however, leads to saturation and unwanted atom acceleration effects described

in the earlier section. A good measurement of the beam size is thus important in

achieving the appropriate balance between the achievable resolution and a reasonable

ratio of I{Isat » 1 . The field radius of a collimated imaging beam is estimated by

reducing the size of an iris in the beam path until the power drops by a factor of

1{2. The diameter at which this occurs is twice the 1{e field radius.
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5

Polaron Thermodynamics of quasi-2D Fermi Gases

Earlier in this thesis, we found that transitions between non-interacting polaronic

states provided an adequate form to determine the primary spectral features at uni-

tarity. The difference between the initial and final state polaron energies determined

the frequency shifts for a spin-balanced mixture reasonably well. In this chapter, we

extend our earlier treatment to compute and determine theoretical density profiles of

both spin-imbalanced and spin-balanced trapped gases, which in turn determines the

entire thermodynamic landscape at T = 0. Further, we will compare the predictions

for spin-balanced mixtures to measured cloud radii and pressure. A discussion of the

data and fits for spin imbalanced quasi-2D Fermi gases will be relegated to Chapter

6.

The interested reader might note that for the one-dimensional spin-imbalanced

attractively interacting Fermi gas, which is aptly described by the Gaudin-Yang

model, the equation of state at finite temperature is obtained by numerically solving

a set of thermodynamic Bethe ansatz equations. This was thoroughly investigated

in a prior density profile study on 1D tubes [32].

Our general approach is as follows: We begin by writing out the free energy den-
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sity for a gas. Taking its derivative with respect to the densities of the respective spin

species gives the local chemical potentials. We will see that the normalized chemical

potentials are in turn simple functions of the normalized densities, and their ratio, x.

The cutoff radii for both spin states are determined by setting the densities to zero;

expressions for the densities at the center of the trap can be similarly determined.

The iterative steps required to obtain the density profiles will be illustrated as we

proceed. We note that this method is generic and works equally well for generating

both spin-balanced and spin-imbalanced density quasi-2D Fermi gas profiles with an

appropriate modification of the free energy density. A companion tutorial on gener-

ating density profiles in Mathematica for a spin-imbalanced gas at a fixed interaction

strength with an arbitrary polarisation is provided in Appendix C for the reader’s

reference.

5.1 Polaron Thermodynamics of a Spin Imbalanced quasi-2D Fermi
Gas

In this section, we derive the zero temperature density profiles for a spin-imbalanced

quasi-two dimensional Fermi gas for the homogeneous case and trapped case. The

treatment follows that in the Supplementary Material of [63]. We ignore the effec-

tive mass and do not include a molecular dimer pressure or molecular dimers and

dimer-polarons. In our simple polaron picture, an impurity spin species (state 2)

is immersed in a majority-spin (state 1) bath, i.e., N2 ă N1 for the total number

of atoms per spin state. The free energy density of the homogenous gas can hence

be written as the sum of noninteracting gas energy densities for the majority and

minority species given by the first two terms on the right hand side of equation (5.1),

together with an attractive polaron energy term, n2Epp2q

f “ E “ 1

2
n1εF1 ` 1

2
n2εF2 ` n2Epp2q, (5.1)
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with the ideal 2D local Fermi energy of the components, εFi given by

εFi “ 2π�2

m
ni ” αKni. (5.2)

Here, � is the Planck constant divided by 2π, m is the particle mass, and ni is the

density (per unit area) of the atomic species, with i “ 1, 2. It is worth pointing

out that the factor of 1
2
arises from the energy of the ideal two-dimensional Fermi

gas. For the 3D problem at resonance, the same method with 1
2

Ñ 3
5
yields the

Fermi liquid equation used in reference [64] for the normal imbalanced mixture, with

m˚ “ 1. The two-dimensional polaron energy (per minority particle), which arises

from scattering of state 2 atoms off the Fermi sea of state 1 atoms, is denoted by

Epp2q “ ympq1qεF1, (5.3)

where q1 ” εF1{Eb denotes the ratio of the local Fermi energy, εF , of the majority

species to the binding energy, Eb, of 1 -2 dimer pairs in a 2D trap. We note that

q1 is a measure of the interaction strength in two dimensions. Since the local Fermi

energy is only atom-number and trap-frequency dependent, it remains relatively

constant for gas samples obtained at different magnetic fields. In contrast, the two-

body binding energy varies by approximately a factor of 50 (2 kHz vs 100 kHz) for

the magnetic fields of interest in 6Li, and is the dominant factor determining the

interaction strength in two dimensions. We point out that Epp2q is negative and

proportional to the density of majority atoms, n1. A detailed description of the

2D polaron model used is found in the supplementary material of reference [39].

We simplify the treatment by neglecting the contribution of higher axial states and

adopting an analytic expression for ympq1q due to [55], which interpolates between
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polaron behavior in the BCS regime and molecular behavior in the BEC regime,

ympq1q “ ´2

log p1 ` 2q1q . (5.4)

In the limit where εF1 ! Eb or correspondingly q1 ! 1, equation (5.4) yields Epp2q Ñ
´Eb ´ εF1, which is the energy to break a pair and place a majority atom back on

the Fermi surface [65].

From the thermodynamic relation μi “ Bf{Bni valid in the grand canonical en-

semble, the chemical potentials of each atomic species is found to be

μ1 “ Bf
Bn1

“ εF1 ` y
1
mpqqn2

n1

εF1, (5.5)

μ2 “ Bf
Bn2

“ εF2 ` ympqqεF1, (5.6)

where we have defined the local density ratio of the two components as x “ n2{n1 “
εF2{εF1. Using the proportionality relation εFi “ αKni we obtain the following sim-

plified forms for the chemical potentials:

μ2 “ εF1 rx ` ympq1qs , (5.7)

μ1 “ εF1

!
1 ` x

”
ympq1q ` y

1
mpq1q

ı)
, (5.8)

where the second term in equation (5.8), y
1
mpq1q “ dympq1q{d log q1 “ q1dympq1q{dq1,

can be written as

y
1
mpq1q ” q1 rympq1qs2

1 ` 2q1
. (5.9)

In equations (5.7) and (5.8), the first terms xεF1 and εF1 are the local Fermi energies

for the minority and majority noninteracting gases. As the minority concentration
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vanishes, x Ñ 0, we see that μ2 Ñ Epp2q as expected. The second terms in equations

(5.5) and (5.6) denote the modifications to the chemical potential of the atoms arising

from interactions with the other spin-component.

To account for the effect of an external harmonic confining potential, the system

is taken to be locally uniform within the local density approximation (LDA), with a

spatially varying local chemical potential given by

μipρq “ μio ´ 1

2
mω2

Kρ
2, (5.10)

where ωK is the radial trap frequency, and ρ is the spatial extent of the cloud in the

radial direction. For the experiments described in this thesis with 6Li atoms in a

tightly confining ( ωz " ωK) far-off resonance 50 W CO2-laser standing wave trap at

0.5% trap depth, ωK „ 2π ˆ 440 Hz and ωz „ 2π ˆ 9 kHz. A typical radial cloud

size for the samples is ρ „ 15μm. The pancake-shaped trapping potential has an

aspect ratio of approximately 1:20.

These expressions will come in handy at a later point when we compute density

profiles. For now, we turn our attention to the derivation of an equation that provides

constraints on the central densities by considering the pressure of the gas sample.

5.1.1 2D Pressure

From thermodynamic considerations, the local 2D pressure, p , is given by

p “ μ1n1 ` μ2n2 ´ f. (5.11)

Applying the form for the free energy from equation (5.1) in (5.11) , and equations

(5.7) and (5.8) for the chemical potentials yields

p “ 1

2
n1εF1 ` 1

2
n2εF2 ` n1εF1x

´
ympq1q ` y

1
mpq1q

¯
. (5.12)
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A further simplification gives

p “ 1

2
n1εF1

!
1 ` x2 ` 2xrympq1q ` y

1
mpq1qs

)
. (5.13)

Rearranging equation (5.13), we obtain the local pressure for an ideal two-dimensional

Fermi gas

p
1
2
n1εF1 p1 ` x2q “ 1 ` 2x

1 ` x2

”
ympq1q ` y

1
mpq1q

ı
, (5.14)

with the second term on the right-hand side denoting modifications from an ideal

gas with the same minority and majority densities. In the limiting case when q1 ! 1,

ympq1 " 1q Ñ ´Eb

εF1
´ 1 and y

1
mpq1 " 1q Ñ ´Eb

εF1
, thus equation (5.14) reduces to

p
1
2
n1εF1 p1 ` x2q “ 1 ´ 2x

1 ` x2
. (5.15)

5.1.2 Thermodynamic Quantities in Normalized Units

Before proceeding further, we introduce a few quantities of interest. A parameter for

the interaction strength is given by

q0 ” EF

Eb

, (5.16)

with EF ” �ωK
?
2N1 the ideal gas Fermi energy for the majority component at the

center of a harmonic trap, and ωK ” ?
ωxωy the transverse oscillation frequency. The

ideal 2D gas unit of density is given by

n0 ” EF

αK
“ �ωK

αK

a
2N1 “ 2

π

N1

R2
TF1

, (5.17)

where RTF1 ” a
2EF {pmω2Kq is the Thomas-Fermi radius for majority component

atoms of mass m.
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A considerable simplification for numerical simulations results by writing quanti-

ties in normalized units; the chemical potentials, densities, and transverse radii are

normalized as μ̃i “ μi{EF , ñi “ ni{n0, and ρ̃ “ ρ{RTF1, respectively. Further, we

scale the interaction as q1 “ q0ñ1. In a harmonic potential, μi “ μi0 ´ mω2Kρ2{2 “
μ̃i0 ´ ρ̃2 with ρ the transverse radius. Using normalised units, equations (5.7) and

(5.8) for the chemical potentials of the spin species then become

μ̃1 “ μ̃10 ´ ρ̃2 “ ñ1

!
1 ` x

”
ym pq0ñ1q ` y

1
m pq0ñ1q

ı)
, (5.18)

μ̃2 “ μ̃20 ´ ρ̃2 “ ñ1 rx ` ym pq0ñ1qs , (5.19)

where μi0 is the trap central chemical potential for i “ 1, 2.

Physically, the density profile for a spin-imbalanced gas can be partitioned into

two sections, 0 ď ρ̃ ď R̃2 where the normalized density of the minority spin species is

non-zero, i.e. ñ2 ‰ 0, and another spatial region R̃2 ď ρ̃ ď R̃1 where ñ2 “ 0. In the

region of space where the minority species is 0, R̃2 ď ρ̃ ď R̃1, the minority density

vanishes, leading to the condition x “ 0. Applying this condition into equation (5.18)

yields a Thomas-Fermi profile for the majority in the region R̃2 ď ρ̃ ď R̃1.

ñ1pρ̃q “ μ̃10 ´ ρ̃2. (5.20)

Where the majority density vanishes, ñ1 “ 0. This requires the radius of the entire

cloud to be

R̃1 “ a
μ̃10. (5.21)

Moreover, for a gas with attractive interactions, Epp2q ă 0, thus we expect R̃1 to be

smaller than the Thomas-Fermi radius, i.e., R̃1 ď 1, which requires 0 ď μ̃10 ď 1.

To find the radius at which the minority component vanishes, we set x “ 0 and
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ρ̃ “ R̃2 in equation (5.19). We then obtain the minority radius

R̃2 “ μ̃20 ´ ñ1pR̃2qym
”
q0ñ1

´
R̃2

¯ı
, (5.22)

where we obtain ñ1pR̃2q from equation (5.20) to solve for R̃2 numerically.

Given the chemical potentials at the trap center μ10 , μ20, the cutoff radii R̃1 and

R̃2 are known. Equations (5.18) and (5.19) can then be solved for ñ1 and ñ2 in the

region 0 ď ρ̃ ă R̃2. With xñ1pρ̃q “ ñ2pρ̃q, equation (5.19) immediately yields

ñ2pρ̃q “ μ̃20 ´ ρ̃2 ´ ñ1pρ̃qym rq0ñ1 pρ̃qs , (5.23)

where ñ1pρ̃q ” ñ1 is consistently determined for 0 ď ρ̃ ă R̃2 by eliminating ñ2pρ̃q
from equation (5.18),

ñ1 “ pμ̃10 ´ ρ̃2q ´ pμ̃20 ´ ρ̃2q “
ym pq0ñ1q ` y

1
m pq0ñ1q

‰
1 ´ ym pq0ñ1q rym pq0ñ1q ` y1

m pq0ñ1qs . (5.24)

5.1.3 Normalisation of 2D Density Profiles

The 2D density profiles are normalized according to Ni “ ş8
0
2πρdρnipρq. For the

majority, this requires

I1 “ 4

ż R̃1

0

dρ̃ρ̃ñ1pρ̃q “ 1, (5.25)

with ρ “ RTF1ρ̃ and we have used n1 “ n0ñ1 with n0 given by equation (5.17). For

the minority, we require

I2 “ 4

ż R̃1

0

dρ̃ρ̃ñ2pρ̃q “ N2

N1

. (5.26)
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5.1.4 Pressure as a Constraint

To obtain density profiles as a function of imbalance ratio, we use equation (5.14)

as a constraint for possible values of q1, by first considering the pressure at the trap

center. From the Gibbs-Duhem relation at fixed temperature, dp “ n1dμ1 ` n2dμ2.

Since dμ1 “ ´dUtrap, and the pressure vanishes for Utrap Ñ 8, we have

pp0q “ ´
ż 0

8
rn1pρq ` n2pρqs dUtrap. (5.27)

In a harmonic trap, dUtrap “ mω2Kρdρ and Utrap Ñ 8 as ρ Ñ 8, we immediately

obtain

pp0q “ mω2K
2π

ż 8

0

2πρdρ rn1pρq ` n2pρqs “ mω2K
2π

pN1 ` N2q . (5.28)

This result is readily generalized for an anharmonic (Gaussian) transverse trapping

potential, leading to an additional negative term 9xρ2yi for each state i=1,2. To

constrain the trap central density, n1p0q versus xKp0q “ n2p0q{n1p0q , we divide both
sides of equation (5.28) by the quantity αn2

0,

pp0q
αn2

0

“ mω2K
2π

N1 ` N2

α
`
EF1

α

˘2 “ 1

2

ˆ
1 ` N2

N1

˙
. (5.29)

Using equation (5.29) in equation (5.13), we arrive at the constraint equation for

ñ1p0q for a selected value of xp0q.

1

2

ˆ
1 ` N2

N1

˙
“ 1

2
ñ1

2p0q
!
1 ` x2p0q ` 2xp0q

”
ympq0ñ1p0qq ` y

1
mpq0ñ1p0qq

ı)
. (5.30)

5.2 Calculating 2D density profiles from Spin Imbalanced Thermo-
dynamics

We now discuss the iterative steps required to extract the 2D density profiles from the

described thermodynamics for a spin-imbalanced quasi-2D Fermi gas. At this point,
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it is instructive for the reader to refer to Appendix C, which contains a Mathematica

program for 2D density profile calculation. In this file, we have selected a starting q0

of 6.6 and a polarisation N2{N1 of 0.5 to solve equation (5.30) numerically for choices

of xp0q in steps of 0.05. We use the local density approximation of equation (5.10),

and assume a harmonic confining potential. The trap central normalized chemical

potentials for the majority and minority species can now be computed by noting that

μ̃20 “ ñ1p0q rxp0q ` ympq0ñ1p0qqs , (5.31)

and

μ̃10 “ ñ1p0q
!
1 ` xp0q

”
ympq0ñ1p0qq ` y

1
mpq0ñ1p0qq

ı)
. (5.32)

Equations (5.31) and (5.32) provide the normalized chemical potentials for both

species in terms of the central density for the majority, the ratio of the trap central

chemical potentials xp0q, and the approximate analytic form for the polaron interac-

tion, ym. The value of q is set by the value of the magnetic field employed. From the

pressure constraint condition, equation (5.30), for a chosen polarisation N2{N1 , an

interpolating function of the central density ñ1p0q as a function of 0 ď xp0q ď 1 can

be generated and the relevant values used in equations (5.31) and (5.32) to compute

the chemical potentials for both majority and minority species at the center of the

trap. To evaluate the cutoff radii of the spin species, we employ the normalised

equations (5.21) and (5.22) for all values of 0 ď xp0q ď 1.

At this point, we remind the reader that the normalised density for the majority

species at the trap center can be calculated from equation (5.24) by setting ρ̃ “ 0.

At the location, R2 , where the minority species vanishes, we use equation (5.20)

to evaluate the density of the majority species. The density profile of the majority

species between R2 ď R ď R1, where the minority density vanishes, is a Thomas-

Fermi one. The density profile of the majority for 0 ď R ď R2 is obtained by

numerically solving for ρ̃ in terms of ñ1 in equation (5.18).
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However, the appropriate value of the trap central minority to majority density

ratio xp0q is the one for which the normalised density of the majority species, given

by the sum of the integral equation (5.25) from 0 ď R ď R2 and from R2 ď R ď R1,

adds to 1. We evaluate the integral of the densities for the interpolating functions

generated in Appendix C.1. We choose xp0q “ 0.5, and obtain a value for the norm

of 1.25. We repeat the entire iteration for the range of values of xp0q to generate a

list of values of norm vs xp0q. We interpolate with a straight line to find the xp0q that
gives a norm of 1. This list is shown in Appendix C.2. For P=0.5 at an interaction

strength of q “ 6.6, we find that xp0q “ 0.738.

In addition to the density profile of the majority, the density profile of the minority

species between 0 ď R ď R2 can now be found from equation (5.19). Cloud radii and

density profiles for the particular polarisation are then obtained. This method was

extended to provide theoretical calculations at arbitrary polarisations (N2{N1). In

Appendix C.2, we present the results for q “ 6.6 at various polarisations in steps of

0.1. The calculations are crucial in obtaining the theoretical curves for cloud sizes as

a function of polarization, as well as theoretical central density fits further discussed

in Chapter 6.

Using this technique, some calculated spatial profiles for the spin-imbalanced

(with N2{N1 “ 0.5) 2D Fermi gas are shown in Figures 5.1 to 5.3. For this case, we

find both majority and minority central densities greater than 1, xp0q “ n2p0q{n1p0q “
0.762, R1 “ 0.894RTF1 and R2 “ 0.592RTF1. In the region R2 ď ρ ď R1, the ma-

jority density profile is of the Thomas-Fermi form. However, for 0 ď ρ ď R2, the

spatial profiles are strongly modified by attractive interactions between the two com-

ponents. For comparison, we note that for an ideal noninteracting Fermi gas, the

corresponding 2D radius for the majority component is R1ideal “ RTF1, while the 2D

radius for the minority component is R2ideal “ pN2{N1q1{4RTF1 “ 0.841RTF1.
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5.2.1 1D Column Densities from 2D Density Profiles

Until this point, we have dealt exclusively with obtaining two-dimensional density

profiles from theoretical polaron thermodynamics. However, in an imaging experi-

ment, it is the one-dimensional column densities which we obtain and fit our theories.

This subsection explores the relationship between the two quantities.
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Figure 5.1: Calculated 2D density profiles in units of n0 “ m
2π�2

EF for the minority
(red lower) and majority (blue upper) for EF {Eb “ 0.73 and N2{N1 “ 0.5. The
interaction between spin components significantly modifies the spatial profiles.

The one-dimensional column densities, denoted by ncipx̃q, are given in normalized

units of N1{RTF1. These are obtained by integrating the theoretical 2D density

profiles in one direction. For the majority, in the interval ´R̃1 ď x̃ ď R̃1,

ñc1px̃q “ 4

π

ż ?
R̃2

1´x̃2

0

dỹ ñ1

´a
x̃2 ` ỹ2

¯
, (5.33)
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Figure 5.2: Calculated 2D density profiles in units of n0 “ m
2π�2

EF for the minority
(red lower) and majority (blue upper) for EF {Eb “ 2.1 and N2{N1 “ 0.5. The
interaction between spin components significantly modifies the spatial profiles.

where the majority column density is normalized to 1. For the minority, which exists

in the interval ´R̃2 ď x̃ ď R̃2

ñc2px̃q “ 4

π

ż ?
R̃2

2´x̃2

0

dỹ ñ2

´a
x̃2 ` ỹ2

¯
. (5.34)

Here, the minority column density is normalized to N2{N1.

5.3 Density Profiles for a Spin Balanced 2D Fermi Gas

In this section, we apply the framework developed in the previous sections to a

homogeneous, spin-balanced two-dimensional Fermi gas.

The form for the free energy, similar to equation (5.1) can be written as
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Figure 5.3: Calculated 2D density profiles in units of n0 “ m
2π�2

EF for the minority
(red lower) and majority (blue upper) for EF {Eb “ 6.6 and N2{N1 “ 0.5. Notice
that to conserve atom number, as q “ EF {Eb increases, the peak densities decrease
while the cutoff radii for the minority species increase.

f “ ε “ 1

2
n1KεF1 ` 1

2
n2KεF2 ` 1

2
ympq1qn2εF1 ` 1

2
ympq2qn1εF2, (5.35)

where the first two terms represent the Fermi energies of the individual species and

the last two terms denote the polaron energy arising from an intermixing of both

spins. This differs from the imbalanced case, equation (5.1), by symmetrizing the

polaron term. As before, we note the polaron energies to be Epp2q “ ympq1qεF1 and

Epp1q “ ympq2qεF2. For the 3D problem at resonance, where ym “ ´0.6, the same

method with 1{2 Ñ 3{5 yields the correct pressure for the balanced gas. Substituting

μ̄ Ñ pμ1 ` μ2q{2, we recover the result of [54] for the balanced superfluid with

a Bertsch parameter 1 ` ym “ 0.4. We note that this form of ympqiq introduced
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in equation (5.4) yields the correct chemical potential per single atom in the limit

εF1 ! Eb. However, this analytic approximation neglects the non-monotonicity that

occurs in the intermediate polaron-to-molecule transition region described in [52].

The chemical potentials are obtained by differentiating equation(5.35) with re-

spect to densities, μi “ Bf{Bni, resulting in

μ2 “ εF2 ` 1

2
ympq1qεF1 ` 1

2
ympq2qn1K

n2K
εF2 ` 1

2

n1

n2

y
1
mpq2qεF2, (5.36)

μ1 “ εF2 ` 1

2
ympq2qεF2 ` 1

2
ympq1qn2

n1

εF1 ` 1

2

n2

n1

y
1
mpq1qεF1. (5.37)

Noting that εF1 “ εF2 and n1 “ n2 “ n{2 for a spin-balanced mixture,

μ1 “ μ2 “ εF1 ` ympq1qεF1 ` 1

2
y

1
mpq1qεF1. (5.38)

Similarly, the free energy density simplifies to

f “ n

2
εF1 r1 ` ympq1qs , (5.39)

where we have used the same notation as for the previous section, with εF1 “ αn1,

q1 ” q0ñ1 and ñ1 ” n1{n0, where n0 is the ideal gas unit of density.

To establish a constraint for the density profiles, we write a corresponding form

for the local central pressure, p “ n1μ1 ` n2μ2 ´ f , as

pp0q
n
2
εFK

`
n
2

˘ “ 1 ` ympq1q ` y
1
mpq1q, (5.40)

which is of the same form as (5.14) with x2K=1. In the limit where q " 1,

ppq " 1q
n
2
εF

`
n
2

˘ Ñ 0. (5.41)
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A consistency check gives

μ1 “ μ2pq " 1q Ñ ´Eb

2
, (5.42)

thus justifying our choice of 1/2 for the polaron terms in equation (5.35). For Eb "
εF1, i.e. for q Ñ 0, Taylor expansion of ym and y1

m leads to 1 ` ympqq ` y1
mpqq Ñ 0.
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Figure 5.4: Chemical potential of a 2-dimensional polaron model used for the
balanced mixture, plotted against the interaction parameter logrkFa2Ds. Note that
μ1 Ñ ´Eb{2 for εF1 ! Eb as it should.

Figure 5.4 shows a plot of the chemical potential from equation (5.38) in units of

the local Fermi energy εF1 as a function of logrkFa2Ds, where kF is the local Fermi

wavevector, i.e., k2F “ 4πn1 and a2D ” 2e´γE�{?
mEb is the 2D scattering length as

defined in Chapter 3, where γE “ 0.577 is Euler’s constant.

To obtain the chemical potential and density at the trap center, we first note

from the Gibbs-Duhem result, equation (5.28), for N1 “ N2, that pp0q “ mω2KN1{π.
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Using xp0q “ 1 for a balanced mixture in the constraint equation (5.24), the central

density is immediately determined by numerically solving

ñ1p0q “ 1a
1 ` ym rq0ñ1p0qs ` y1

m rq0ñ1p0qs . (5.43)

Normalizing the chemical potential to units of EF , using the same notation as in the

previous section, equation (5.38) becomes

μ̃1 “ ñ1

„
1 ` ympq0ñ1q ` 1

2
y

1
mpq0ñ1q

j
. (5.44)

Using eq. (5.43) for ñ1p0q then determines μ̃10 “ μ̃1p0q. With μ̃1 “ μ̃10 ´ ρ̃2, the

density profile is then determined for the given q0 “ EF {Eb using

μ̃10 ´ ρ̃2 “ ñ1pρ̃q
„
1 ` ympq0ñ1q ` 1

2
y

1
mpq0ñ1q

j
. (5.45)

In the limiting case of ñ1 Ñ 0 in equation (5.45), Taylor expansion of ym and y
1
m

shows that the right-hand side approaches ´1{p2q0q, i.e., ´Eb{p2EF q, which is half

the dimer binding energy, as expected for the chemical potential of a single atom.

With ρ̃max “ R̃1, the cloud radius in units of RTF1 is then given by

R̃1 “
c
μ̃1p0q ` 1

2q0
. (5.46)

We note that the density is self-consistently normalized, i.e., it obeys the normalisa-

tion equation (5.25) as it should.

5.4 Calculating 2D Density Profiles in Mathematica

For clarity, the steps used to generate spin-balanced 2D density profiles are shown in

Appendix D for a Fermi gas with an interaction strength of q “ 2.19. The definitions
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a. q = 0.31 b. q = 0.74 c. q = 2.19

d. q = 6.15 e. q = 26.4 f. q = 113.2

Figure 5.5: Calculated 2D density profiles for spin-balanced quasi-2D Fermi gases.
As in the prior section, we define the interaction parameter q “ EF {Eb (a) q = 0.31,
B = 750 G, (b) q = 0.74, B = 775 G, (c) q=2.19, B = 800 G, (d) q = 6.6, B = 832
G, (e) q = 26.4, B = 880 G, (f) q = 113.2, B = 1200 G. Black dots: Points calculated
by iteratively solving equation (5.45) with the same technique described in section
5.2. Red lines: Fits to extract the exponent n in equation (5.49).

for the polaron energy term, ypqq, and its derivative, y1pqq , are the same as used in the

previous section on spin-imbalanced gases. From equation (5.43), we can compute

the density at the trap center. This then allows us to evaluate the corresponding

chemical potential from equation (5.44). The cloud radius follows from equation

(5.46). The density profile is then evaluated from equation (5.45). The calculated

2D spatial density profiles for a spin-balanced 2D Fermi gas with q values of 0.31,
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0.74, 2.19, 6.6, 26.4, and 113.2 are shown in Figure 5.5.

5.5 Column Density of Spin-Balanced 2D Fermi Gases

The column density for the spin balanced mixture is calculated by integrating the

2D spatial profiles obtained from equation (5.45). In a harmonic trap, the predicted

column density n1Dpxq is very well fit by

n1Dpxq “ n1D0

ˆ
1 ´ x2

R2

˙n

Θ rR ´ |x|s , (5.47)

where Θ is a Heaviside function, n1D0 is the peak column density, and n is an expo-

nent, determined from the fit. Normalizing the x-integral of equation (5.47) to the

number of atoms in one spin state yields

R “ N1

n1D0

?
π

Γpn ` 3{2q
Γpn ` 1q , (5.48)

which determines R from the measured atom number and peak column density.

To find the peak column density we fit the data within 70 percent of the apparent

Thomas-Fermi radius. Thus, we avoid fitting the wings of the column density, which

suffer from relatively high noise. For comparison, we also fit the measured profiles

with the ideal Thomas-Fermi distribution to obtain directly the cut-off radii shown

as the black circles in Figure 5.6.

The corresponding 2D profile takes the form

n2Dpρq “ n2D0

ˆ
1 ´ ρ2

R2

˙n´1{2
ΘrR ´ ρs, (5.49)

where ρ “ a
x2 ` y2. Normalization of equation (5.49 ) to the measured number N1

and elimination of R using equation (5.48) relates n2D0 to n1D0,
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Figure 5.6: Radius of the 2D balanced mixture. Blue solid dots: Radius determined
from equation (5.48) using the measured central column density and total numberN1.
Open black circles: Cut-off radii using ideal gas Thomas-Fermi fits; Red solid curve:
Polaron model for the balanced mixture versus interaction parameter q “ EF {Eb,
where EF “ �ωK

?
2N1.

ñ2D0 “ π

2

rΓpn ` 1qs2
Γpn ` 1{2qΓpn ` 3{2q ñ

2
1D0. (5.50)

The density profiles of equations (5.47) and (5.49) fit the spatial profiles predicted

by the polaron model very well. For an ideal Fermi gas, we would have n “ 3{2 for

the 1D fit. For the polaron model, we find n decreases as q0 “ EF {Eb decreases, from

n “ 1.5 at q0 “ 100, where the gas is nearly ideal, down to n “ 1.03 at q0 “ 0.05,

where Eb{EF is large. Over this range, the first factor in equation (5.50) only varies

from 1.39 to 1.34, and therefore is insensitive to n. Using the predicted power law

exponents, equation (5.50) then relates ñ2D0 to the measured ñ1D0.
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q = 0.31a. b. q = 0.74 q = 2.19c.

d. q = 6.15 e. q = 26.4 f. q = 113.2

Figure 5.7: Column density fits to a quasi-2D Fermi gas for (a) q = 0.31, B = 750
G, (b) q = 0.74, B = 775 G, (c) q=2.19, B = 800 G, (d) q = 6.15, B = 832 G, (e) q
= 26.4, B = 880 G, (f) q = 113.2, B = 1200 G. Black dots: Data from experiments.
Red lines: Thomas-Fermi fits, with n0 obtained by fitting data within 70 percent of
the peak value to minimize the effects of noise in the wings.

5.6 Experiments on Spin-Balanced Fermi Gases

To obtain column density profiles for spin-balanced quasi-two-dimensional Fermi

gases, a 50-50 mixture of the two lowest hyperfine states of 6Li is confined in a single-

beam CO2 laser trap and initially cooled by forced evaporation near the Feshbach

resonance at 832 G. The bias magnetic field is then swept to the region of interest

before further cooling in a standing wave to an energy close to the ground state.
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Table 5.1: Table of values for magnetic fields, interaction parameter q “ EF {Eb

values, and fit parameters to equations and used in Figure 5.6.

B-field (G) q n0 n R{RTF R{RTF fit
750 0.31 1.226 1.09 0.627 0.650
775 0.74 1.129 1.14 0.690 0.731
802 2.19 1.042 1.22 0.763 0.786
834 6.15 0.999 1.29 0.809 0.860
880 26.4 0.931 1.37 0.886 0.926
1200 113.2 0.918 1.42 0.908 0.933

The correspondence of magnetic field to interaction strength, q-values, is shown in

Table 5.1. Rapid, dual-spin high resolution imaging, described in Chapter 4 is used

to obtain the spatial profile of the gas from the first image, and the second image

is used to extract the atom number for the spin-balanced samples. Reversing the

roles of the first and second image made no significant difference to the data. The

experimental data is shown in Figure 5.6 on cloud sizes and in Figure 5.7 on column

density profiles, obtained from averaging over eight samples at each magnetic field.

5.7 Pressure at Trap Center

Throughout this chapter, we have used the pressure as a constraint for the central

density in calculating density profiles from polaron thermodynamics. In this section,

we illustrate how the pressure at the trap center is extracted from density profile

measurements of a spin-balanced gas at various values of q. The Gibbs-Duhem

relation, equation (5.28), leads to a constant value for the pressure at the trap center

for a harmonic trap, pp0q “ mω2KN1{π. Thus, the reduced pressure for balanced gas

is determined from 2D central density

p̃p0q “ pp0q
pideal

“ 1

ñ2
1p0q , (5.51)
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where pideal “ εF1pn1 ` n2q{2 “ n1εF1, and ñ1p0q is the 2D central density in ideal

gas units n0. We determine ñ1p0q “ ñ2D0 from the measured column density at the

trap center. The measurements are compared with the polaron model predictions,

p̃p0q “ 1 ` ymrq0ñ1p0qs ` y
1
mrq0ñ1p0qs. (5.52)

Figure 5.8 shows the polaron prediction(solid curve) for the pressure of the bal-

anced gas as a function of EF {Eb, which agrees very well with the measurements.

For comparison, using BCS theory for a true 2D gas, we have εF1 “ μ1 ` Eb{2.
Then, the Gibbs-Duhem relation ensures that the pressure at the trap center is just

ε2F1p0q{α “ n1p0qεF1p0q, which yields a reduced pressure p̃ “ 1 for all EF {Eb (dotted

line), in contrast to the measurements.
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Figure 5.8: Reduced 2D pressure at the trap center versus EF {Eb for the balanced
gas. Dots: Experiment; Solid red curve: Prediction based on the polaron model for
the balanced gas; Dashed line: prediction of 2D BCS theory.
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6

Measurements with Spin Imbalanced Quasi-2D
Fermi Gases

In this chapter, we discuss the experimental observations on spin imbalanced quasi-

two dimensional Fermi gases, where we rely upon our knowledge of the experimental

layout, together with high resolution, rapid dual imaging, and radio-frequency sweep

techniques discussed in Chapter 4 to produce and image a gas. Further, we illustrate

how the analytic methods developed in the first half of Chapter 5 and Appendix

C are applied to study column density profiles, cloud radii, and central densities of

spin-imbalanced gases.

Column density difference profiles reveal a dome-shaped profile for low interaction

strengths. At higher interaction strengths, a flat centre accompanied by two peaks

at the edges are consistent with a balanced-core feature. However, the observed

minority and majority radii at various magnetic fields, corresponding to different

values of interaction strength, q “ EF {Eb, are reasonably well fit by the polaron

model of the free energy described earlier in this thesis, with EF the ideal gas Fermi

energy at the trap center and Eb the 2D dimer binding energy. The ratio of the

central 2D densities for the two spin species is extracted from our images based on a
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Thomas-Fermi model, and separately with inverse Abel transform techniques. Not

predicted by the polaron model is an observed transition from a spin-imbalanced

normal fluid phase to a spin-balanced central core above a critical imbalance. We

develop a balanced core model for the two-dimensional density, and obtain from the

model a column density to explain the observed phase separation.

6.1 Preparing a spin-imbalanced quasi 2D Fermi gas

In the experiments described in this chapter, a 50-50 mixture of the two lowest

hyperfine states of 6Li, denoted 1 and 2, is confined in a 50-Watt single beam carbon

dioxide laser trap and cooled by forced evaporation near the Feshbach resonance at

832 G. During this process, the trapping laser intensity is gradually reduced while

a retro-reflected trapping laser beam is smoothly turned on by raising a mechanical

chopper. The interference of the incoming and retro-reflected beams results in a

standing wave at low beam intensity. To achieve spin-imbalance, the bias magnetic

field is swept in 0.8 seconds to 1200 G, where the cloud is weakly-interacting. Then,

a frequency-swept radio-frequency pulse is applied to deplete atoms in state 2. The

pulse is resonant with a transition from state 2 to a higher lying hyperfine state 3.

By varying the amplitude of the ramp, the population imbalance between states 1

and 2 can be controlled. To minimize heating effects and subsequent trap losses due

to three-body inelastic collisions, atoms in state 3 are removed with an optical pulse

of approximately 5 μs duration, chosen to be on a time scale fast compared to the

three-body recombination rate.

The magnetic field is then swept to the field of interest, which sets the dimer

binding energy and thus the interaction strength q “ EF {Eb. The standing wave

trap is further lowered to cool the gas to an energy near the ground state. With our

method of forming imbalanced mixtures, the number of atoms in the majority state

N1 – 800 is held approximately constant as N2 is varied. Moreover, the ratio N2{N1
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is nearly the same for each trap site, as the initial 50-50 mixture is trapped in the

standing wave before the radio-frequency pulse is applied. As discussed in Chapter

2, the temperature of the samples was determined by fits to quasi-2D Fermi gas

profiles to be T {TF ă 0.21. Both atom number and imbalance fraction were found

to be stable over all magnetic fields employed. All experiments are conducted with

the same trap frequencies, so the transverse Fermi energy of the majority component

is nominally the same for all experiments.

6.2 Trap Characterization

The trap frequencies were determined by parametric excitation. As discussed in

Chapter 4, the trap used was modulated at a frequency approximately twice that

of the resonant frequency in this technique. The radial cloud size is monitored as a

function of modulation frequency. Due to tight confinement along the axial direc-

tion, the amplitude of the excitation is reduced accordingly to maintain a constant

atom number while still observing a 10 percent increase in cloud size. With this

method, we determine the axial frequency ωz “ 2π ˆ 9.0 kHz along the axial direc-

tion and ωK “ 2πˆ 407 Hz in the transverse direction, leading to a trap aspect ratio

of approximately 1:22. Using the measured ωK yields an ideal gas Thomas-Fermi

radius RTF1 that is larger than the measured majority radius R1 for N2{N1 Ñ 0. As

RTF19N1{4
1 {ω1{2

K , the Thomas-Fermi radius calculated using the measured trap fre-

quency can be over-approximated by neglecting the population of higher axial states,

which was estimated in Chapter 2 to contain up to 20 percent of the majority pop-

ulation for our typical ideal gas Fermi energies. Trap anharmonicity also lowers the

measured resonance frequency, increasing the estimated RTF1. For our data analysis,

we find that a single axial state polaron model yields good agreement with all mea-

sured radii of imbalanced gases, as shown in Figures 6.5, 6.6, and 6.7, if we increase
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the transverse frequency to ωz “ 2π ˆ 440 Hz so that the measured majority radius

R1 approaches RTF1 as N2{N1 Ñ 0. Without further adjustment, this frequency is

used to compute the Thomas-Fermi radius and 2D density scale n09N1{2
1 ωK for all

reported measurements, including the spin-balanced pressure data shown in Figure

5.8.

6.3 Energy scales of samples

In the experiments, typical scales are the following: trap potential depth U0 “
3.3μK, ideal gas Fermi energy EF1 “ 0.85μK, Thomas-Fermi radius RTF1 “
17.5μm, axial level spacing hνz “ 0.43μK; Eb “ 1.15μK at 775 G and the trans-

verse energy mω2Kxx2 ` y2y “ 0.32μK. Eb is determined from equation (3.62) in-

cluding the small transverse confinement ωK{ωz “ 0.05, which increases Eb. The

effect on the polaron model is small at and below the Feshbach resonance, due to

the logarithmic dependence on EF {Eb. However, for weak binding, at 1200 G, the

effect is large, and EF {Eb “ 116 for ωK{ωz “ 0.05, while EF {Eb „ 104 for ωK “ 0.

For interacting mixtures, dimer pairing decreases the local Fermi energy of both spin

components, suppressing the population of higher axial states, which can be included

in more complete treatments. The upper limit of the gas temperature for our exper-

iments, obtained from ideal gas column density profile fits to highly spin polarized

(N2{N1 Ñ 0) mixtures, shown in Figure 2.3a, is estimated to be kBT {EF “ 0.21.

6.4 High-Resolution Rapid Sequential Imaging

The spatial profiles of both spin states 1 and 2 are measured for the same cloud

and determined after time-of-flight to minimize effects due to high cloud density by

high-resolution absorption imaging with a Pixelfly QE CCD camera, using sequential

imaging beam pulses in rapid succession, each resonant with one of the states. In our
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CO2 laser standing wave trap, the transverse profiles are photographed essentially in-

situ as we use an expansion time texp “ 30´40μs ! 1{ωK. On the contrary, as texp »
1{ωz, the individual clouds expand significantly in the tightly confined direction,

which lowers the optical density and reduces systematic effects [66]. Imaging pulses

are 5 μs long, separated by 5 μs, with intensities just below the saturation intensity.

The one-dimensional column density profiles for each image are obtained by averaging

over 20 central sites along the direction of tight confinement. The interested reader

will find further details on high resolution imaging presented in Chapter 4.

Since absorption imaging of the first spin state inevitably dissociates atom pairs

and releases binding energy, thereby affecting the atom number and cloud size rep-

resented by the second image, we rescale the amplitude of the second density profile

by a maximum of 11 percent to match the peak density for spin-balanced clouds.

Maximum rescaling was required for images at the largest Eb. Cut-off radii and cen-

tral 2D densities are extracted using ideal gas Thomas-Fermi distributions for each

image of 20 pancake clouds. We also use the inverse Abel transformation to obtain

model-independent values of 2D central densities. These values were subsequently

found to be consistent with those obtained from the Thomas-Fermi distributions.

6.5 Column Density Profiles

Direct absorption imaging measures the column density profiles n1Dpxq “ ş
dyn2Dpx, yq

as a function of EF {Eb and N2{N1. Here, N1pN2q is the number of majority (minor-

ity) atoms. Figure 6.1 shows the measured column density profiles, and the difference

between majority and minority column density profiles at 832 G, corresponding to

EF {Eb “ 6.6, while Figure 6.2 shows the observed profiles at 775 G, corresponding

to EF {Eb “ 0.75. In both figures, the green curves show the density distribution of

the majority, while the red curves show the density distribution of the minority. The

blue-dashed curves result from a direct subtraction of the minority from the majority
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Figure 6.1: Measured column density profiles in units of N1{RTF1 at 832 G, for
EF {Eb “ 6.6 versus N2{N1. Green: 1-Majority; Red: 2-Minority. Blue-dashed:
Column density difference. Each profile is labelled by its N2{N1 range. Notice the
difference density profiles are dome-shaped for N2{N1 ranging from 0.09 to 0.41. For
N2{N1 of 0.47 to 0.97, the qualitative features appear consistent with the difference
profile of two noninteracting gases; a relatively smooth profile over the radii where
the gases overlap, which drops to zero smoothly as the minority vanishes.

distribution. The difference density profiles at 832 G in Figure 6.1 are comparatively

dome-shaped and homogeneous in structure, with slight inhomogeneities likely due

to shot-to-shot variations; a gradual suppression of the dome-shaped structure to

zero is observed with increasing N2{N1.

The signatures of phase separation, namely a flat center and two peaks at the

edge are evident in the density difference profiles at 775 G. The observed charac-

teristic feature is more prominent for images obtained at high interaction strength
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Figure 6.2: Measured column density profiles in units of N1{RTF1 at 775 G, for
EF {Eb “ 0.75 versus N2{N1. Green: 1-Majority; Red: 2-Minority. Blue-dashed:
Column density difference. Each profile is labelled by its N2{N1 range. In contrast
to the case for EF {Eb “ 6.6 shown in Figure 6.1, a flat center is evident in the density
difference for N2{N1 from 0.09 to 0.22 for EF {Eb “ 0.75. Furthermore, for N2{N1

ranging from 0.28 to 0.41, the flat centre and two peaks at the edges are consistent
with a fully paired core of the corresponding 2D density profiles. In general, these
features are more prominent for profiles of gases with higher interaction strengths.

(or correspondingly low q values). A prominent difference between the profiles in

Figures 6.1 and 6.2 is seen for N2{N1 “ 0.34; in Figure 6.2, a suppression in the

middle of the cloud is accompanied by two side peaks. This feature is noticeably

absent in Figure 6.1. The observed feature in Figure 6.2 is to be expected assuming

the LDA for a shell structure with an evenly paired core in a harmonic trap, which

we proceed to describe in the next section.
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The measured column densities for N2{N1 “ 0.5 are shown in Figure 6.3 as solid

red and green curves, with the difference in column densities nc1 ´ nc2 shown as the

solid blue curve. The dashed curves show the corresponding predictions based on

the normalized equations with no adjustable parameters. The predicted profile for

the column density difference, as well as for the individual profiles, are in reasonable

agreement with the data, both in absolute peak density and width. However, for

EF {Eb “ 0.75, the data for the difference in the column densities has a flatter profile

and sharper edges than the polaron model predictions, consistent with a transition

to a balanced core.

Figure 6.3: Column density in units of N1{RTF1 for N2{N1 “ 0.5. Left:
EF {Eb “ 6.1; Right: EF {Eb “ 0.75. Green: 1-Majority; Red: 2-Minority, Blue:
Density difference. Solid curves show the data; Dashed curves show the polaron
model predictions for the same ωK used in the fits to the cloud radii and central
density data in this chapter.

6.6 2D Balanced Core Model

To further investigate the transition to a balanced core as the fraction N2{N1 is

increased from zero, we consider a model for a fully balanced 2D core, which is

consistent with our observations. We take the radius of the spin-balanced core to
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be R2. Beyond the core, we assume the minority density vanishes and the majority

takes the form of a 2D Thomas-Fermi profile. The 2D density profile difference can

then be written as Δn2Dpρq “ AΘrρ´RsΘrR1´ρsp1´ρ2{R2
2q, where Θ is a Heaviside

function. The ΘrR1 ´ ρs term sets the radius where the majority species drops to

zero, and the p1´ρ2{R2
2q determines where the minority vanishes. The corresponding

column density difference, Δncol “ ş
dyΔn2Dpa

x2 ` y2q , is fit to the data using A

and R as free parameters.

An infinitesimal strip of the column density difference for 0 ď R ď R2 can be

written as

Δnă
colpxq ” 2AΘrR2 ´ xsΘrR1 ´ xsIăpxq, (6.1)

where Iăpxq “ ş?
R2

1´x2?
R2

2´x2
dy

´
1 ´ x2`y2

R2
1

¯
. Similarly, for R2 ď ρ ď R1, the column

density difference is

Δną
colpxq ” 2AΘrx ´ R2sΘrR1 ´ xsIąpxq (6.2)

with Iąpxq “ ş?
R2

1´x2

0
dy

´
1 ´ x2`y2

R2
1

¯
. Evaluating the integrals leads to

Iăpxq “ 2

3
R1

ˆ
1 ´ x2

R2
1

˙3{2
´ R2

ˆ
1 ´ x2

R2
1

˙ ˆ
1 ´ x2

R2
2

˙1{2
` R3

2

3R2
1

ˆ
1 ´ x2

R2
2

˙3{2
(6.3)

and

Iąpxq “ 2

3
R1

ˆ
1 ´ x2

R2
1

˙3{2
. (6.4)

Since the column density difference can be written as

Δncolpxq “ 2AΘrR1 ´ xs tΘrR2 ´ xsIăpxq ` Θrx ´ R2sIąpxqu , (6.5)

where ΘrR2 ´ xs ` Θrx ´ R2s “ 1, we see that
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Δncolpxq “ 2AΘrR1 ´ xs
#
2

3
R1

ˆ
1 ´ x2

R2
1

˙3{2

´ΘrR2 ´ xs
«
R2

ˆ
1 ´ x2

R2
1

˙ ˆ
1 ´ x2

R2
2

˙1{2
´ R3

2

3R2
1

ˆ
1 ´ x2

R2
2

˙3{2ff+
. (6.6)

The results of our fit with a spin balanced core model described in this section

for N2{N1 “ 0.35 at EF {Eb “ 0.75 are shown in Figure 6.4 as a red solid curve, with

data represented by a dashed blue curve. This corresponds to a magnetic field of

approximately 775 G. The model fits the flat center and two peaks at the edges well,

revealing the consistency of a balanced core theory with measured column densities.

However, better imaging statistics and finer models would be required to determine

if intermediate phases, such as a three-shell structure might exist in a quasi-two

dimensional geometry.

6.7 Cloud radii of imbalanced gases

From the measured column densities for various polarizations at different interaction

strengths, the cloud radii for the individual spin species is directly obtainable from

fits. The radii at which the individual spins vanish is given by the cut-off radii R2

and R1, respectively. The minority species fails to exist beyond the balanced-core

radius, while the radius R1 of the majority species sets the spatial extent of the

cloud. Fitting the experimentally obtained column densities using the fit function

n1Dpxq “ n1Dp0qp1 ´ x2{R2q3{2, i.e., the y´ integrated spatial profile of an ideal 2D

Fermi gas, gives the cut-off radii R and central 2D densities for each state.

Figures 6.5, 6.6, and 6.7 show the measured radii for the minority R2 and major-

ity R1 as a function of N2{N1, for EF {Eb “ 6.6, 2.1 and 0.75. The blue dots in these

figures denote the majority species and the red dots denote the minority. We note
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Figure 6.4: Measured column density in units of N1{RTF1 for N2{N1 “ 0.35 at
EF {Eb “ 0.75 shown as a dashed blue curve. Red solid curve shows the balanced
core model prediction described in section 6.6.

that the data presented here was obtained by binning; a radiofrequency sweep of

arbitrary amplitude generates spin-imbalanced gas samples with a spread of polari-

sations which is measured in each shot from the measured total numbers N2 and N1.

Following data acquisition, the column density profiles are averaged and binned over

a range of imbalance N2{N1 in steps of 0.06. Each profile is labeled by the central

value of the corresponding range.

The 2D ideal Fermi gas predictions are denoted by the dotted line and curve; we

recall from Chapter 2 that RTF “ p8Nq1{4
b

�

Mωr
, implying an explicit dependence

only on the atom number and radial trap frequency. Hence, R{RTF for the majority

species takes the value of 1 for arbitrary N2{N1 while the profile for the minority

species takes the shape of pN2{N1q1{4. The ideal gas result works reasonably well
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Figure 6.5: Majority radii (upper-blue) and minority radii (lower-red) in units of
the Thomas-Fermi radius of the majority for EF {Eb “ 6.6 (left panel). Dots: Data;
Solid curves: 2D polaron model for imbalanced mixture 0 ď N2{N1 ď 0.9; Dashed
line and curve: Ideal Fermi gas prediction; Black circle upper right: 2D-BCS theory
for a balanced mixture.

for q “ 6.6 at low N2, as one might expect. The measured R1 goes to the ideal gas

result for low N2 in all cases, for our choice of ωK.

The theoretical predictions from a polaron theory, shown as solid curves forN2{N1

ranging from 0 to 0.9, for both majority and minority species were calculated with

the Mathematica programs in Appendix C, and explained in Chapter 5. In general,

we observe that the measured cloud radii deviate from theoretical predictions at

low values of N2{N1, probably due to inefficient second-stage evaporative cooling
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Figure 6.6: Majority radii (upper-blue) and minority radii (lower-red) in units of
the Thomas-Fermi radius of the majority for EF {Eb “ 2.1. Dots: Data; Solid curves:
2D polaron model for imbalanced mixture 0 ď N2{N1 ď 0.9; Dashed line and curve:
Ideal Fermi gas prediction; Black circle upper right: 2D-BCS theory for a balanced
mixture. The discontinuity between N2{N1 = 0.9 and N2{N1 = 1 results from a
linear interpolation between these two points.

resulting from the large imbalance in start-state populations. Collisions between

unlike particles are therefore inhibited. Moreover, the signal-to-noise ratio in this

limit is generally low, a problem which we overcame with the selection of a sufficiently

small region of interest in the radial direction (of approximately 5 pixels each way in

the radial direction beyond the extent of the clouds).

At the other extreme of spin-balanced mixtures, i.e. when N2{N1 “ 1, we note

that the measurements differ from 2D-BCS theory predictions, indicated by black
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Figure 6.7: Majority radii (upper-blue) and minority radii (lower-red) in units
of the Thomas-Fermi radius of the majority for EF {Eb “ 0.75. Dots: Data; Solid
curves: 2D polaron model for imbalanced mixture 0 ď N2{N1 ď 0.9; Dashed curve
and line: Ideal Fermi gas prediction; Black circle upper right: 2D-BCS theory for a
balanced mixture. The discrepancy between measured and predicted values for the
spin balanced samples is accounted for in the text.

circles on the right of each figure. We relegate a further discussion of the predictions

of 2D BCS theory and a comparison with the radii to the next section. As the

interaction strength varies from q “ EF {Eb “ 6.6 (Figure 6.5) to 2.1 (Figure 6.6)

and then to 0.75 (Figure 6.7), the spin-balanced gas gets substantially smaller. We

attribute this to Eb, which we choose with an external magnetic field. As derived

in Chapter 2, the majority Fermi energy of the gas is proportional to
?
N and the
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radial trap frequency, �ωK; the majority atom number was measured to be nominally

constant at different magnetic fields in our experiments, while the trap frequency

was assumed constant. From binding energy predictions in Chapter 3, we saw that a

smaller q “ EF {Eb corresponds to a larger binding energy, giving rise to more tightly

bound dimers which condense.

The deviation from polaron theory theory predictions for the spin-balanced gas is

particularly prominent at q “ 0.75. The astute reader might note that a comparison

against Figure 5.6 for the corresponding data in measurements on spin-balanced gases

shows a negligibly small difference in theoretical and measured values of R{RTF ,

whereas Figure 6.7 shows a discrepancy in R{RTF of 0.08. In obtaining the data

for Figure 5.6, a balance in spin populations was first established by imaging each

spin species in different time order over several (ten) averages. Subsequently, the

first image was used to determine the mean square cloud size and the second image

was used to ensure that the atom number was consistent to within 5 percent of the

previously measured values for population balanced mixtures.

However, in obtaining the population imbalanced data shown in Figure 6.7, the

size and atom number were separately determined for each spin species. While an

accurate measurement of the minority population cloud statistics could be obtained

through the first image, the second image (of the majority species) necessarily suffers

from a lower atom count and enlarged cloud size due to atom acceleration effects

arising from the first imaging pulse. We minimized such effects by utilizing short

imaging pulse durations, t ă 1{ωK, and also by allowing a 30 μs time-of-flight for the

first image, and a 40 μs time-of-flight for the second image.

6.7.1 Predictions of BCS Theory for a 2D Fermi Gas

We first compare our data to predictions of BCS theory for a true 2D Fermi gas. The

theory shows that the local Fermi energy for a balanced mixture is εF1 “ μ ` Eb{2,
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where εF1 “ αn1 and μ is the local chemical potential. Here n1 “ n2 is the local

density and α ” 2π�2{m, with m the atom mass. For a trapping potential Utrappρq,
μ “ μ0 ` Eb{2, the predicted density profile is of the Thomas-Fermi form. For

a harmonic trap, Utrappρq “ mω2Kρ2{2, one obtains n1pρq “ n1p0qp1 ´ ρ2{R2
TF1q,

where n1p0q “ εF1p0q{α. Normalization gives εF1p0q ” EF “ �ωK
?
2N1, the Fermi

energy of an ideal Fermi gas at the trap center. The radius at which the density

vanishes is the corresponding Thomas-Fermi radius RTF1 “ a
2EF {pmω2Kq. For the

spin-balanced cloud, N2{N1 “ 1, shown as black circles on the top right corner of

Figures 6.5, 6.6, and 6.7, the 2D BCS prediction is then identical to that of an

ideal gas R{RTF1 “ 1 for both spin states, in disagreement with the measured radii,

which are much smaller. We conclude that the BCS mean-field theory (MFT) is, as

expected, not adequate for describing our system with intermediate coupling, where

interparticle spacing is comparable with pair size. This sets our experiment apart

from previously studied nearly 2D systems [36] that produced a good agreement with

MFT predictions.

6.7.2 Polaron model for a 2D Fermi Gas

We find instead that the polaron model predictions, shown as the solid curves in

Figures 6.5, 6.6, and 6.7, are in good agreement with the measurements. We have

extended the predictions for the imbalanced gas from N2{N1 “ 0.01 up to N2{N1 “
0.9 in steps of 0.05, and separately used the spin-symmetrized free energy density

model described in Chapter 5 and Appendix D to calculate the radii for N2{N1 “
1. The apparent discontinuity that results in the theoretical predictions between

N2{N1 “ 0.9 and N2{N1 “ 1 in the figures is an artifact of an interpolation between

these two points.

Figures 6.8, 6.9, and 6.10 show the measured ratios R1{R2, which are nearly

independent of ωK. The value of ωK was scaled to get R1 “ RTF1 for N2 “ 0. At this
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Figure 6.8: Ratio of the minority to majority radius versusN2{N1 for q of 6.6. Dots:
Data; Solid curve: 2D polaron model, Dashed curve: Ideal Fermi gas prediction

point, we recall from chapter 2 that the Fermi energy of an ideal 2D gas, EF9?
N .

Since the Fermi energy is in turn proportional to the square of the cloud size, EF9R2,

the predictions for an ideal 2D Fermi gas lead to pN2{N1q1{4. These are shown as

dotted curves. It is however evident that the data is still in reasonable agreement

with the predictions of a polaron model, shown as solid curves. At low N2 for the

smallest Eb, the slight deviation from theory is probably due to finite temperature

effects. The general agreement reinforces the suggestion that 2D polarons play an

important role in determining the cloud profiles for the spin-imbalanced quasi-two-

dimensional strongly interacting Fermi gas.
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Figure 6.9: Ratio of the minority to majority radius versusN2{N1 for q of 2.1. Dots:
Data; Solid curve: 2D polaron model, Dashed curve: Ideal Fermi gas prediction

We find the single axial state polaron model yields good agreement with all

measured radii of the balanced gas, if we increase the transverse frequency from the

parametrically determined value of ωK “ 2π ˆ 407 Hz to ωK “ 2π ˆ 440 Hz, so

that the measured majority radius R1 approaches RTF1 as N2{N1 Ñ 0. Without

further adjustment, this frequency is used to compute the Thomas-Fermi radius and

2D density scale, n09N1{2
1 ωK for all measurements reported. We find that reducing

N1 instead of increasing ωK is inconsistent with the data and is not equivalent: The

density n0 and RTF1 scale in the same direction with N1, while they scale in opposite

directions with ωK.
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Figure 6.10: Ratio of the minority to majority radius versus N2{N1 for q of 0.75.
Dots: Data; Solid curve: 2D polaron model, Dashed curve: Ideal Fermi gas prediction

6.8 Central densities of imbalanced gases

We have also measured the central two dimensional densities for each species, n2D,

and obtained the central density ratio n2{n1 of the 2D gas as a function of N2{N1

using two methods. This allows us an estimate of the systematic error in measure-

ment. First, we fit a Thomas-Fermi 1D profile to each column density, from which

we find the corresponding 2D densities. We recall that the Thomas-Fermi 1D profile

is given by n1Dpxq “ n1Dp0q p1 ´ x2{R2q3{2
, which is related to the 2D density by

n1Dpxq “ ş
dyn2Dpx, yq. Explicit forms for both densities were given in equations 2.63
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Figure 6.11: Ratio of minority to majority 2D central densities for EF {Eb “ 6.6.
Blue dots: Data; Red solid curve: 2D polaron model; Dashed black curve: Ideal
Fermi gas prediction. The polaron model yields a smooth density-ratio variation
across the polarisation spectrum at this magnetic field, in reasonable agreement
with data obtained from Thomas-Fermi fits to the data.

and 2.66 of this thesis. The density ratios for three interaction strengths obtained

this way are shown in Figures 6.11, 6.12, and 6.13.

The agreement with the polaron model is reasonably good at 832 G, where

EF {Eb “ 6.6. However, as the interaction strength is increased to EF {Eb “ 0.75

by increasing the dimer binding energy at 775 G, the 2D central densities abruptly

become balanced above a critical ratio N2{N1. Furthermore, the core persists for a

wider range of polarisation values as the interaction strength increases.
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Figure 6.12: Ratio of minority to majority 2D central densities for EF {Eb “ 2.1
(middle panel). Blue dots: Data; Red solid curve: 2D polaron model; Dashed black
curve: Ideal Fermi gas prediction. A spin-balanced core develops over a range of
imbalance, in clear disagreement with the polaron model. As with the prior figure,
data is extracted from Thomas-Fermi fits.

In a separate study, we found that modelling the two spin species by indepen-

dent Gaussian profiles yielded a smooth 2D central-density-ratio curve, intermediate

between the polaron fit and the phase-separated profile, as a function of polarisation.

We also employed an inverse Abel transformation of the column densities [67] to

extract the peak 2D densities. To account for the elliptical geometry of the standing

wave trap, we implement a scaling of the form y Ñ ỹ ” yωy{ωx. The inverse Abel

transform is then
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Figure 6.13: Ratio of minority to majority 2D central densities for the strongest
interactions EF {Eb “ 0.75. Blue dots: Data obtained from Thomas-Fermi fits to
column densities; Red solid curve: 2D polaron model; Dashed black curve: Ideal
Fermi gas prediction. Stronger interactions balance the central densities over an
even wider range of imbalance than in Figure 6.12. A steep drop in ratio of central
2D densities develops where N2{N1 is approximately 0.3.

n2pr̃q “ ´ωy{ωx

π

ż 8

ρ

dn1

dx

dx?
x2 ´ r̃2

(6.7)

with r̃ ” a
x2 ` ỹ2. The 2D density at the center of the trap is obtained by fitting

a parabola to within 70 percent of the apparent Thomas-Fermi radius. While this

technique assumes only radial symmetry of the trap and is independent of the validity
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of the local density approximation, it suffers from the setback that the data extracted

is noisy. Shown in Figure 6.14 is the ratio of 2D densities obtained by transforming

the column densities obtained at q “ EF {Eb “ 0.75.
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Figure 6.14: Ratio of minority to majority 2D central densities for the strongest
interactions EF {Eb “ 0.75. Blue dots: Data obtained from inverse Abel transform;
Red solid curve: 2D polaron model; Black dotted curve: Ideal Fermi gas prediction.
The data extracted with this method still reveals a deviation from polaron theory
predictions, but shows a wider spread about the spin-balanced density ratio of 1.

Qualitatively, the ratio of 2D central densities obtained by performing an inverse

Abel transform of the column densities, reveals a deviation from polaron theory

predictions as observed in Figure 6.13 with Thomas-Fermi fits. The roll-off to a

linear dependence at low N2{N1 is smeared out compared to that observed in Figure

6.13. The spread of values about the density-balanced ratio of n2{n1 “ 1 is larger

for data extracted from inverse Abel transform fits than with Thomas-Fermi fits.

Quantitatively, we note that both Thomas-Fermi fits and inverse Abel transform
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methods yield similar results to within 5 percent.
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7

Summary and Conclusions

In conclusion, this thesis describes the first studies on a spin-imbalanced strongly

interacting quasi-2D Fermi gas [63]. This work serves as an experimental reference

for a large amount of theoretical predictions [68, 53, 69, 40, 70, 71, 72, 52, 41, 26, 73]

on imbalanced 2D and quasi-2D Fermi gases, most of which are based on mean-field

descriptions. As pointed out in [18, 74, 75, 42], the unique quasi-2D regime is host to a

variety of technologically relevant features such as enhanced superfluid temperatures

in condensed matter systems. Moreover, our table-top realization serves as a fertile

testbed for theories pertinent to geometrically and compositionally similar quantum

matter ranging from the recently discovered iron-based superconductors [7] to layered

quantum well materials [2].

Indeed, the many-body physics of a quasi-2D system [39, 63] is distinct from

that of a true two-dimensional gas. To access the many-body, quasi-2D regime in

a standing wave optical dipole trap, the atoms are subject to an external magnetic

field where the two-body interaction is varied about a magnetically tunable Feshbach

resonance. At unitarity, one obtains the unique interplay and coexistence of reduced

dimensionality, many-body physics, and strong interactions, necessitating theoretical
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treatment beyond the mean-field level. In contrast, the many-body regime of a true

2D gas [36] is a weakly interacting one, well described by mean-field 2D BCS theory

[19]; many-body effects are noticeably absent in the strongly interacting regime of a

true 2D gas.

To see how this so, we turn to the energy scales involved, namely the trap-

induced two-body binding energy, Eb, the Fermi energy EF , which is proportional

to the square root of the number of particles and radial trap frequency, and energy

level spacing in the axial direction, hνz, which is the dominant energy scale. For a

true (kinematically) 2D gas, the condition EF ! hνz restricts motion of constituent

particles to the ground axial state. There, the condition for many-body effects,

namely Eb » EF is achieved only in the weakly interacting BCS regime, where

Eb ! hνz. A quasi-2D gas is obtained when the Fermi energy is comparable to the

axial trap energy spacing. In our trap, the two-body binding energy at unitarity

is approximately a quarter that of the axial energy level spacing, and the Fermi

energy is approximately six times that of the two-body binding energy, yielding

Eb ă hνz » EF . Since energy scales inversely with length squared, this corresponds

to a picture where the size of trap-induced dimers at unitarity is comparable to the

interparticle spacing. At unitarity where the two-body scattering length diverges,

particles of unlike spins interact strongly within the dimers, resulting in a strongly

interacting many-body scenario.

The measured spatial profiles, cloud radii, and central densities for spin-balanced

quasi-2D gases in this thesis were found to be inconsistent with predictions of a mi-

croscopic mean-field theory, namely true two-dimensional Bardeen-Cooper-Schrieffer

(BCS) theory, for varying values of the two-body binding energy. Furthermore, our

prior radiofrequency spectra [39] of spin-balanced mixtures at unitarity in quasi-

2D geometries could not be fit to 2D dimer theory. Instead, the spectra were very

well fit to theoretical spectra derived from a two-dimensional polaron picture, com-
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posed of an impurity immersed in a majority Fermi sea, and its excitations with

net zero momenta. Employing an analytic approximation to this model, we derived

the two-dimensional density profiles across the spectrum of polarisations at various

magnetic fields. We have further presented the polaron thermodynamics of both

spin-imbalanced and spin-balanced gases, and applied its predictions in our analysis

of column density profiles obtained with high resolution, rapid sequential absorption

imaging.

The 2D polaron model captures much of the behavior of the spin-imbalanced

normal fluid mixtures, and is particularly effective at predicting measured cloud

radii. While this suggests that polarons play an important role, measurements of the

column densities and ratio of the 2D central densities reveal a phase transition to a

spin-balanced central core, observed above a critical value of minority-to- majority

ratio, which is not predicted by the 2D polaron model of the free energy. More

precise calculations of the pressures for the balanced and imbalanced components

are needed to explain the observed phase separation and critical spin-imbalance. A

step in this direction has been taken recently by reference [65]. Quantum Monte

Carlo simulations reveal a smooth dependence on energy at intermediate coupling

strengths, which the authors have interpreted as evidence for a smooth crossover from

a microscopic fermionic polaron to bosonic molecular state with significant mixing

between polaron and molecular components. Our measurements should serve as a

test for predicted phase diagrams, which will help to reveal the structure of a quasi-

2D Fermi gas.

Looking ahead, interesting avenues of research might involve the nature of the

observed transitions in spin-imbalanced quasi-2D Fermi gases and their associated

macroscopic phenomenologies, the existence and nature of the observed core and

shell structure in the presence of spin-imbalance, as well as predictions arising from

the polaron model employed in our studies. In the broader scheme of ultracold gases,
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this thesis provides an impetus for continued research in emerging subfields ranging

from the pursuit of the 2D to 3D crossover as the chemical potential is raised relative

to the axial trap spacing, temperature-dependent effects such as the relation of pre-

formed pairs to condensation in quasi-2D Fermi gases, fluctuation thermodynamics

of quantum gases [73, 12], and the nature of the Berezinskii-Kosterlitz-Thouless

transition in quasi-2D imbalanced gases.
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Appendix A

Temperature Calibration of a quasi-2D Fermi Gas

A.1 Temperature Calibration of a quasi-2D Fermi Gas

PROGRAM DESCRIPTION: This Mathematica 9.0 program generates col-
umn density profiles for a quasi-2D Fermi gas with a known trap depth and
axial trap spacing at arbitrary temperatures for data fitting. The axial popu-
lation per state is determined in the appropriate section.

1. Trap depth in E_F units

U=3.3/0.85

3.88235

2. Trap level spacing in E_F units

S=0.43/0.85

0.505882

3. Assume 3 axial states find \[Mu] as a function of T

j[\[Mu]_,T_]:=4*NIntegrate[\[Rho]*(T*Log[(1+Exp[(\[Mu]-

U*(1-Exp[-\[Rho]^2/U]))/T])/(1+Exp[(\[Mu]-U)/T])]),{\[Rho],0,2}]+

4*NIntegrate[\[Rho]*(T*Log[(1+Exp[((\[Mu]-S)-U*(1-Exp[-\[Rho]^2/U]))/T])

164



/(1+Exp[((\[Mu]-S)-U)/T])]),{\[Rho],0,2}]+4*NIntegrate[\[Rho]*

(T*Log[(1+Exp[((\[Mu]-2S)-U*(1-Exp[-\[Rho]^2/U]))/T])/

(1+Exp[((\[Mu]-2S)-U)/T])]),{\[Rho],0,2}];

j1[k_]:=x/.FindRoot[j[x,k]-1==0,{x,0.8}];

FindRoot[j[x,0.21]-1==0,{x,0.8}]

{x->0.75005}

4. Population per axial state for T/T_F=0.21

4*NIntegrate[\[Rho]*(0.21*Log[(1+Exp[(0.75005-

U*(1-Exp[-\[Rho]^2/U]))/0.21])/(1+Exp[(0.75005-

U)/0.21])]),{\[Rho],0,2}]

0.782164

4*NIntegrate[\[Rho]*(0.21*Log[(1+Exp[((0.75005-S)

-U*(1-Exp[-\[Rho]^2/U]))/0.21])/(1+Exp[((0.75005-S)

-U)/0.21])]),{\[Rho],0,2}]

0.192592

4*NIntegrate[\[Rho]*(0.21*Log[(1+Exp[((0.75005-2S)

-U*(1-Exp[-\[Rho]^2/U]))/0.21])/(1+Exp[((0.75005-2S)

-U)/0.21])]),{\[Rho],0,2}]

0.025245

5. Plot of \[Mu] as a function of T

ListPlot[Table[{i,j1[i]},{i,0.05,0.6,(0.6-0.05)/100}],

AxesLabel->{T/Subscript[T, F],\[Mu]/Subscript[E, F]}]
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6. Assume 3 axial states and T of 0.21, plot 1D column density

n1Dallthree[x_,T_]:=NIntegrate[T*Log[(1+Exp[(j1[T]-

U*(1-Exp[(-x^2-y^2)/U]))/T])/(1+Exp[(j1[T]-U)/T])],{y,0,2}]+

NIntegrate[T*Log[(1+Exp[((j1[T]-S)-U*(1-Exp[(-x^2-y^2)/U]))/T])

/(1+Exp[((j1[T]-S)-U)/T])],{y,0,2}]+NIntegrate[T*Log[(1+Exp[((j1[T]-2S)

-U*(1-Exp[(-x^2-y^2)/U]))/T])/(1+Exp[((j1[T]-2S)-U)/T])],{y,0,2}];

Profilen1Dallthree=ListPlot[Table[{i,n1Dallthree[i,0.21]},{i,0,1.5,

(1.5-0)/500}], AxesLabel->{x/Subscript[R, TF1],Subscript[n, c]}]
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7. Assume 3 axial states and T of 0.18, plot 1D column density

Profilen1Dallthree1=ListPlot[Table[{i,n1Dallthree[i,0.18]},{i,0,1.5,

(1.5-0)/500}], AxesLabel->{x/Subscript[R, TF1],Subscript[n, c]}]
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8. Assume 3 axial states and T of 0.14, plot 1D column density

Profilen1Dallthree2=ListPlot[Table[{i,n1Dallthree[i,0.14]},{i,0,1.5,

(1.5-0)/500}], AxesLabel->{x/Subscript[R, TF1],Subscript[n, c]}]
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9. Exporting files to Excel

Export["C:\\Users\\Willie Ong\\Desktop\\ColumnDensityTp21.xls",

Table[{i,n1Dallthree[i,0.21]},{i,0,2,(2-0)/100}]]

C:\Users\Willie Ong\Desktop\ColumnDensityTp21.xls

Export["C:\\Users\\Willie Ong\\Desktop\\ColumnDensityTp18.xls",

Table[{i,n1Dallthree[i,0.18]},{i,0,1.5,(1.5-0)/500}]]

C:\Users\Willie Ong\Desktop\ColumnDensityTp18.xls

Export["C:\\Users\\Willie Ong\\Desktop\\ColumnDensityTp14.xls",

Table[{i,n1Dallthree[i,0.14]},{i,0,1.5,(1.5-0)/500}]]

C:\Users\Willie Ong\Desktop\ColumnDensityTp14.xls

Export["C:\\Users\\Willie Ong\\Desktop\\ColumnDensityTp21new.xls",

Table[{i,n1Dallthree[i,0.21]},{i,0,2,(2-0)/500}]]

C:\Users\Willie Ong\Desktop\ColumnDensityTp21new.xls
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Appendix B

FORT Loading and PMT Probing Cycle

B.1 FORT Loading and PMT Probing Cycle

PROGRAM DESCRIPTION: This EXCEL file lists the analog and digital
channels activated in loading an optical dipole trap from a MOT and sub-
sequent probing with a photomultiplier tube. It is employed as a diagnostic
cycle prior to our experiments.
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Appendix C

Quasi-2D Fermi Gas Density Profile Calculator

C.1 Quasi-2D Fermi Gas Density Profile Calculator

PROGRAM DESCRIPTION: This Mathematica 9.0 program generates the
density profile of a spin-imbalanced quasi-2D Fermi gas with a polarisation
N2{N1 of 0.5 at EF {Eb “ 6.6. In this appendix, x “ nK2{nK1, and u “
n1Kp0q{n0.

1. Polaron Energy Definition

y[q_]:=-2/Log[1+2*q]

yprime[q_]:=(q*(y[q])^2)/(1+2q)

2. Compute density at trap center

(* For P = 0.5, q = 6.6,take starting xperp to be 0, subsequently

plot u against xperp, with xperp between 0 and 1. xperp=

n2perp/n1perp, u=n1perp(0)/n_{0} *)

FindRoot[(1/2)*(1+0.5)-(1/2)*u^2*(1+0^2+2*0*(y[6.6*u]+

yprime[6.6*u]))==0,{u,1}]
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{u->1.22474}

ListPlot[{{0,1.22474},{0.05,1.25283},{0.1,1.27918},{0.15,1.30331},

{0.2,1.32478},{0.25,1.34314},{0.3,1.35802},{0.35,1.36908},

{0.4,1.37613},{0.45,1.37902},{0.5,1.37775},{0.55,1.37243},

{0.6,1.36325},{0.65,1.35048},{0.7,1.33448},{0.75,1.31562},

{0.8,1.29433},{0.85,1.27102},{0.9,1.24609},{0.95,1.21991},

{1,1.19284}}]

0.2 0.4 0.6 0.8 1.0

1.20

1.25

1.30

1.35

f=Interpolation[{{0,1.22474},{0.05,1.25283},{0.1,1.27918},

{0.15,1.30331},{0.2,1.32478},{0.25,1.34314},{0.3,1.35802},

{0.35,1.36908},{0.4,1.37613},{0.45,1.37902},{0.5,1.37775},

{0.55,1.37243},{0.6,1.36325},{0.65,1.35048},{0.7,1.33448},

{0.75,1.31562},{0.8,1.29433},{0.85,1.27102},{0.9,1.24609},

{0.95,1.21991},{1,1.19284}}]

InterpolatingFunction[{{0.,1.}},<>]
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Plot[%[x],{x,0,1}]

0.2 0.4 0.6 0.8 1.0
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(* Just as a check, I try to find the values of interpolating

function at x of 0.53 and 0.82 *)

f[0.53]

1.37503

f[0.82]

1.28523

(* To begin, I compute minority and majority central chemical

potentials with x (denoted by s and t) values of 0.2,0.5 & 0.8 *)

3. Minority (2) Chemical Potential at trap center

mu2[s_]=f[s](s+y[6.6*f[s]]);
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mu2[0.5]

-0.243866

4. Majority (1) Chemical Potential at trap center

mu1[t_]=f[t](1+t(y[6.6*f[t]]+yprime[6.6*f[t]]));

mu1[0.5]

1.06102

5. Majority Radius (R1) Calculation

(* Similarly, compute R1 for values of x of 0.2, 0.5, and 0.8 *)

R1[t_]=Sqrt[mu1[t]];

R1[0.5]

1.03006

6. Minority Radius (R2) Calculation

solspfive=NSolve[Rpf^2==mu2[0.5]-(mu1[0.5]-Rpf^2)*y[6.6*(mu1[0.5]

-Rpf^2)]&&Rpf>0,Rpf,Reals]

{{Rpf->0.599171}}

Rpfive=Rpf/.solspfive[[1]]

0.599171

7. Central Density of majority at R2

n_Rtwop5=mu1[0.5]-Rpfive^2

0.702012

8. Central Density of majority at origin
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Dmajpfive=NSolve[mu1[0.5]-mu2[0.5]*(y[6.6*n]+yprime[6.6*n])==

n*(1+y[6.6*n]*(y[6.6*n]+yprime[6.6*n]))&&n>0,n,Reals]

{{n->1.37775}}

Dmaj_pfive=n/.Dmajpfive[[1]]

1.37775

9. Density Profile of Majority Species between R2 and R1

data1point5=ListPlot[Table[{i,mu1[0.5]-i^2},{i,Rpfive,R1[0.5],

(R1[0.5]-Rpfive)/50}]]

0.7 0.8 0.9 1.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Export["C:\\Users\\Willie Ong\\Desktop\\DensityProfileMinp5at6psix.xls",

Table[{i,mu1[0.738106]-i^2},{i,Rpsolsoln,R1[0.738106],

(R1[0.738106]-Rpsolsoln)/50}]]

C:\Users\Willie Ong\Desktop\DensityProfileMinp5at6psix.xls
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10. Density Profile of Majority Species between 0 and R2 for x of 0.5

NSolve[(mu1[0.5]-\[Rho])-(mu2[0.5]-\[Rho])*(y[6.6*n]-yprime[6.6*n])-

n*(1-y[6.6*n]*(y[6.6*n]-yprime[6.6*n]))==0,{\[Rho]}]

{{\[Rho]->(-1.06102-0.243866 ((26.4 n)/((1. +13.2 n) Log[1. +13.2 n]^2)

-2./Log[1. +13.2 n])+1. n (1. +(2. ((26.4 n)/((1. +13.2 n)

Log[1. +13.2 n]^2)-2./Log[1. +13.2 n]))/Log[1. +13.2 n]))/

(-1.+(26.4 n)/((1. +13.2 n) Log[1. +13.2 n]^2)-2./Log[1. +13.2 n])}}

\[Rho]twopointfive[n_]:=\[Sqrt](-1.061018-0.24386((26.4 n)/

((1. +13.2n) Log[1. +13.2n]^2)-2./Log[1. +13.2n])+1.n (1. +

(2.((26.4n)/((1.+13.2n) Log[1. +13.2n]^2)-2./Log[1.+13.2n]))/

Log[1.+13.2n]))/(-1.+(26.4n)/((1.+13.2n) Log[1.+13.2n]^2)-2./

Log[1.+13.2n])

Table[{\[Rho]twopointfive[j],j},{j,0.702012,1.37774,(1.37774-0.702012)

/50}]

{{0.599171,0.702012},{0.593782,0.715527},{0.588305,0.729041},

{0.582739,0.742556},{0.577083,0.75607},{0.571336,0.769585},

{0.565495,0.783099},{0.559559,0.796614},{0.553525,0.810128},

{0.547391,0.823643},{0.541156,0.837158},{0.534815,0.850672},

{0.528366,0.864187},{0.521807,0.877701},{0.515133,0.891216},

{0.508341,0.90473},{0.501426,0.918245},{0.494385,0.93176},

{0.487213,0.945274},{0.479904,0.958789},{0.472453,0.972303},

{0.464854,0.985818},{0.457099,0.999332},{0.449182,1.01285},

{0.441095,1.02636},{0.432828,1.03988},{0.424372,1.05339},

{0.415715,1.06691},{0.406846,1.08042},{0.397751,1.09393},

{0.388414,1.10745},{0.378819,1.12096},{0.368946,1.13448},

{0.358772,1.14799},{0.348271,1.16151},{0.337414,1.17502},
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{0.326166,1.18854},{0.314485,1.20205},{0.302322,1.21557},

{0.289616,1.22908},{0.276293,1.24259},{0.262261,1.25611},

{0.247398,1.26962},{0.231546,1.28314},{0.214486,1.29665},

{0.195903,1.31017},{0.175315,1.32368},{0.15191,1.3372},

{0.124105,1.35071},{0.0878155,1.36423},{0.00238905,1.37774}}

data2pointfive=ListPlot[Table[{\[Rho]twopointfive[j],j},{j,0.7020

,1.37774,(1.37774-0.702012)/50}]]
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Show[data2pointfive, data1point5, PlotRange -> All]
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pointspointfive={{0.59917,0.70201},{0.59378,0.71552},{0.58830,0.72904},

{0.58274,0.74256},{0.57708,0.75607},{0.57134,0.76958},{0.56549,0.78309},

{0.55955,0.79661},{0.55352,0.81012},{0.54739,0.82364},{0.54115,0.83715},

{0.53481,0.85067},{0.52836,0.86418},{0.52180,0.87770},{0.51513,0.89121},

{0.50834,0.90473},{0.50142,0.91824},{0.49438,0.93175},{0.48721,0.94527},

{0.47990,0.95874},{0.47245,0.97230},{0.46485,0.98581},{0.45709,0.99933},

{0.44918,1.01284},{0.44109,1.02636},{0.43282,1.03987},{0.42437,1.05339},

{0.41571,1.06690},{0.40684,1.08041},{0.39775,1.09393},{0.38841,1.10744},

{0.37881,1.12096},{0.36894,1.13447},{0.35877,1.14799},{0.34827,1.16150},

{0.33741,1.17502},{0.32616,1.18853},{0.31448,1.20205},{0.30232,1.21556},

{0.28961,1.22907},{0.27629,1.24259},{0.26226,1.25610},{0.24739,1.26962},

{0.23154,1.28313},{0.21448,1.29665},{0.19590,1.31016},{0.17531,1.32368},

{0.15191,1.33719},{0.12410,1.35071},{0.08781,1.36422},{0.00238,1.37774}};

ifunpointfive=Interpolation[pointspointfive]

InterpolatingFunction[{{0.00238905,0.599171}},<>]
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Plot[ifunpointfive[k],{k,0,0.599171},Epilog->Map[Point,pointspointfive],

PlotRange->All]
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Integration of density profile for x=0.5

4*(NIntegrate[x*ifunpointfive[x],{x,0,0.599171}]+NIntegrate[y*(mu1[0.5]

-y^2),

{y,0.599171,1.03006}])

1.24659

(* The appropriate value of x would yield

an integral value of 1. We iterate the steps

above for values of x ranging from 0 to 1 in

steps of 0.1 and interpolate to locate the
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right value of x. *)

ListPlot[{{0.01, 1.4999}, {0.1, 1.4913}, {0.2, 1.46249}, {0.3,

1.42704}, {0.4, 1.33783}, {0.5, 1.24659}, {0.6, 1.14436}, {0.7,

1.03919}, {0.8, 0.938547}, {0.9, 0.848052}, {1, 0.770924}}]
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f = Interpolation[{{0.01, 1.4999}, {0.1, 1.4913}, {0.2,

1.46249}, {0.3, 1.42704}, {0.4, 1.33783}, {0.5, 1.24659},

{0.6, 1.14436}, {0.7, 1.03919}, {0.8, 0.938547}, {0.9,

0.848052}, {1, 0.770924}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x] == 1, {x, 0.7}]

{x -> 0.738106}
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(* I now proceed to calculate the minority and majority chemical

potentials at the trap center, minority and majority radii, and

the 2D densities for x = 0.738106 at q of 6.6*)

11. Minority (2) Chemical Potential at trap center

mu2[s_]=f[s](s+y[6.6*f[s]]);

mu2[0.738106]

12. Majority (1) Chemical Potential at trap center

mu1[t_]=f[t](1+t(y[6.6*f[t]]+yprime[6.6*f[t]]));

mu1[0.738106]

0.868542

13. Majority Radius (R1) Calculation

R1[t_]=Sqrt[mu1[t]];

R1[0.738106]

0.931956

14. Minority Radius (R2) Calculation

solsoln=NSolve[Rpf^2==mu2[0.738106]-(mu1[0.738106]-Rpf^2)*

y[6.6*(mu1[0.738106]-Rpf^2)]&&Rpf>0,Rpf,Reals]

{{Rpf->0.700438}}

Rp=Rpf/.solsoln[[1]]

0.700438

15. Central Density of majority at R2

n_Rtwop738106 = mu1[0.738106] - Rpsolsoln^2
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0.377928

16. Central Density of majority at origin

Dmajpsolsoln =

NSolve[mu1[0.738106] - mu2[0.738106]*(y[6.6*n] + yprime[6.6*n])

==n*(1 + y[6.6*n]*(y[6.6*n] + yprime[6.6*n])) && n > 0, n, Reals]

{{n -> 1.32034}}

17. Density Profile of Majority Species between R2 and R1

data1pointsolsoln = ListPlot[Table[{i, mu1[0.738106] - i^2},

{i, Rpsolsoln, R1[0.738106], (R1[0.738106] - Rpsolsoln)/50}]]
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Export["C:\\Users\\Willie Ong\\Desktop\\DensityProfileMinp5at6psix.xls",

Table[{i,mu1[0.738106]-i^2},{i,Rpsolsoln,R1[0.738106],

(R1[0.738106]-Rpsolsoln)/50}]]

C:\Users\Willie Ong\Desktop\DensityProfileMinp5at6psix.xls

18.Density Profile of Minority Species between 0 and R2 for x of 0.738106

NSolve[(mu1[0.738106] - \[Rho]) - (mu2[0.738106] - \[Rho])*(y[6.6*n] +

yprime[6.6*n]) - n*(1 + y[6.6*n]*(y[6.6*n] + yprime[6.6*n])) == 0,

{\[Rho]}];

\[Rho]twopointsolsoln[n_] := \[Sqrt]((-0.868541 + 0.068315 ((26.4n)/

((1.+ 13.2n) Log[1.+ 13.2n]^2) - 2./Log[1.+ 13.2n]) + 1.n (1.+ (

2.((26.4n)/((1.+ 13.2n) Log[1.+ 13.2n]^2) - 2./Log[1.+ 13.2n]))/

Log[1.+ 13.2n]))/(-1.+ (26.4n)/((1.+ 13.2n) Log[1.+ 13.2n]^2) - 2./

Log[1.+ 13.2n]))

Table[{\[Rho]twopointsolsoln[j], j}, {j, 0.377928, 1.32034,

(1.32034 - 0.377928)/50}]

{{0.700438, 0.377928}, {0.694934, 0.396776}, {0.689259, 0.415624},

{0.683418, 0.434473}, {0.677416, 0.453321}, {0.671254, 0.472169},

{0.664935, 0.491017}, {0.658461, 0.509866}, {0.651832, 0.528714},

{0.645049, 0.547562}, {0.638111, 0.56641}, {0.631017, 0.585259},

{0.623767, 0.604107}, {0.616359, 0.622955}, {0.608789, 0.641803},

{0.601057, 0.660652}, {0.593157, 0.6795}, {0.585086, 0.698348},

{0.576841, 0.717196}, {0.568415, 0.736045}, {0.559804, 0.754893},

{0.551, 0.773741}, {0.541997, 0.792589}, {0.532786, 0.811438},

{0.523359, 0.830286}, {0.513707, 0.849134}, {0.503816, 0.867982},

{0.493676, 0.88683}, {0.483273, 0.905679}, {0.47259, 0.924527},
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{0.461609, 0.943375}, {0.450311, 0.962223}, {0.438673, 0.981072},

{0.426669, 0.99992}, {0.414267, 1.01877}, {0.401432, 1.03762},

{0.388124, 1.05646}, {0.374293, 1.07531}, {0.359881, 1.09416},

{0.344814, 1.11301}, {0.329006, 1.13186}, {0.312345, 1.15071},

{0.294688, 1.16955}, {0.275846, 1.1884}, {0.255556, 1.20725},

{0.233446, 1.2261}, {0.208937, 1.24495}, {0.181062, 1.2638},

{0.147932, 1.28264}, {0.104672, 1.30149}, {0.00126991,1.32034}}

data2pointsolsoln = ListPlot[Table[{\[Rho]twopointsolsoln[j], j},

{j, 0.377928, 1.32034, (1.32034 - 0.377928)/50}]]

0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.6

0.8

1.0

1.2

Show[data2pointsolsoln, data1pointsolsoln, PlotRange -> All]
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C.2 Density vs Polarisation Iterator for q = 6.6

PROGRAM DESCRIPTION: The following Mathematica 9.0 program pro-
vides the x (nK2{nK1) values obtained by numerical iterations of Appendix
C.1 to evaluate the theoretical density profiles of a spin-imbalanced quasi-2D
Fermi gas at EF {Eb “ 6.6 for all polarizations. Data tabulated is in the form
(x-value,integral-value). The value of x appropriate for the polarization is that
which gives an integral value of 1.

1. P of 0.1

ListPlot[{{0.01,1.09994},{0.1,1.09367},{0.2,1.07302},

{0.3,1.03587},{0.4,0.982464},{0.5,0.91571},{0.6,0.840598},

{0.7,0.763135},{0.8,0.688944},{0.9,0.62227},{1,0.565613}}]
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0.2 0.4 0.6 0.8 1.0

0.6

0.7

0.8

0.9

1.0

1.1

f=Interpolation[{{0.01,1.09994},{0.1,1.09367},{0.2,1.07302},

{0.3,1.03587},{0.4,0.982464},{0.5,0.91571},{0.6,0.840598},

{0.7,0.763135},{0.8,0.688944},{0.9,0.62227},{1,0.565613}}];

FindRoot[f[x]==1,{x,0.3}]

{x->0.370035}

f[0.370035]

1.

2. P of 0.2

ListPlot[{{0.01,1.19994},{0.1,1.19315},{0.2,1.17041},

{0.3,1.12971},{0.4,1.07134},{0.5,0.998464},{0.6,0.916569},

{0.7,0.83217},{0.8,0.751364},{0.9,0.678734},{1,0.616955}}]

187



0.2 0.4 0.6 0.8 1.0
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1.0
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1.2

f=Interpolation[{{0.01,1.19994},{0.1,1.19315},{0.2,1.17041},

{0.3,1.12971},{0.4,1.07134},{0.5,0.998464},{0.6,0.916569},

{0.7,0.83217},{0.8,0.751364},{0.9,0.678734},{1,0.616955}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.5}]

{x->0.498036}

3. P of 0.3

ListPlot[{{0.01,1.29994},{0.1,1.29254},{0.2,1.26778},{0.3,1.22353},

{0.4,1.16019},{0.5,1.0812},{0.6,0.992522},{0.7,0.90119},

{0.8,0.813781},{0.9,0.735177},{1,0.668286}}]
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f=Interpolation[{{0.01,1.29994},{0.1,1.29254},{0.2,1.26778},

{0.3,1.22353},{0.4,1.16019},{0.5,1.0812},{0.6,0.992522},

{0.7,0.90119},{0.8,0.813781},{0.9,0.735177},{1,0.668286}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.6}]

{x->0.591788}

4. P of 0.4

ListPlot[{{0.01,1.39993},{0.1,1.3919},{0.2,1.36515},{0.3,1.31734},

{0.4,1.24901},{0.5,1.16392},{0.6,1.06845},{0.7,0.970193},

{0.8,0.876174},{0.9,0.791615},{1,0.719609}}]
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f=Interpolation[{{0.01,1.39993},{0.1,1.3919},{0.2,1.36515},

{0.3,1.31734},{0.4,1.24901},{0.5,1.16392},{0.6,1.06845},

{0.7,0.970193},{0.8,0.876174},{0.9,0.791615},{1,0.719609}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.7}]

{x->0.669537}

5. P of 0.5

ListPlot[{{0.01,1.4999},{0.1,1.4913},{0.2,1.46249},{0.3,1.42704},

{0.4,1.33783},{0.5,1.24659},{0.6,1.14436},{0.7,1.03919},

{0.8,0.938547},{0.9,0.848052},{1,0.770924}}]
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1.5

f=Interpolation[{{0.01,1.4999},{0.1,1.4913},{0.2,1.46249},

{0.3,1.42704},{0.4,1.33783},{0.5,1.24659},{0.6,1.14436},{0.7,1.03919},

{0.8,0.938547},{0.9,0.848052},{1,0.770924}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.7}]

{x->0.738106}

6. P of 0.6

ListPlot[{{0.01,1.59991},{0.1,1.59066},{0.2,1.55983},{0.3,1.50491},

{0.4,1.42659},{0.5,1.32925},{0.6,1.22024},{0.7,1.10816},

{0.8,1.00092},{0.9,0.904474},{1,0.822242}}]
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f=Interpolation[{{0.01,1.59991},{0.1,1.59066},{0.2,1.55983},

{0.3,1.50491},{0.4,1.42659},{0.5,1.32925},{0.6,1.22024},{0.7,1.10816},

{0.8,1.00092},{0.9,0.904474},{1,0.822242}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.8}]

{x->0.800899}

7. P of 0.7

ListPlot[{{0.01,1.69991},{0.1,1.69004},{0.2,1.65715},{0.3,1.59868},

{0.4,1.51535},{0.5,1.41188},{0.6,1.2961},{0.7,1.17711},

{0.8,1.06329},{0.9,0.960889},{1,0.873547}}]
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0.2 0.4 0.6 0.8 1.0

1.0

1.2

1.4

1.6

f=Interpolation[{{0.01,1.69991},{0.1,1.69004},{0.2,1.65715},

{0.3,1.59868},{0.4,1.51535},{0.5,1.41188},{0.6,1.2961},{0.7,1.17711},

{0.8,1.06329},{0.9,0.960889},{1,0.873547}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.85}]

{x->0.860243}

8. P of 0.8

ListPlot[{{0.01,1.7999},{0.1,1.78941},{0.2,1.75448},{0.3,1.69243},

{0.4,1.60409},{0.5,1.4945},{0.6,1.37195},{0.7,1.24605},{0.8,1.12565},

{0.9,1.01728},{1,0.924837}}]
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f=Interpolation[{{0.01,1.7999},{0.1,1.78941},{0.2,1.75448},{0.3,1.69243},

{0.4,1.60409},{0.5,1.4945},{0.6,1.37195},{0.7,1.24605},{0.8,1.12565},

{0.9,1.01728},{1,0.924837}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.85}]

{x->0.91734}

9. P of 0.9

ListPlot[{{0.01,1.89989},{0.1,1.88877},{0.2,1.8518},{0.3,1.78615},

{0.4,1.69283},{0.5,1.57711},{0.6,1.44778},{0.7,1.31497},{0.8,1.18798},

{0.9,1.07369},{1,0.97613}}]
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f=Interpolation[{{0.01,1.89989},{0.1,1.88877},{0.2,1.8518},{0.3,1.78615},

{0.4,1.69283},{0.5,1.57711},{0.6,1.44778},{0.7,1.31497},{0.8,1.18798},

{0.9,1.07369},{1,0.97613}}]

InterpolatingFunction[{{0.01,1.}},<>]

FindRoot[f[x]==1,{x,0.9}]

{x->0.973636}

C.3 Density Ratio Calculator for q = 2.1 and q = 0.73

PROGRAM DESCRIPTION: The following Mathematica 9.0 program pro-
vides the x (nK2{nK1) values obtained by numerical iterations of Appendix
C.1 to evaluate the theoretical density profiles of a spin-imbalanced quasi-2D
Fermi gas at q “ EF {Eb “ 2.1 and q “ EF {Eb “ 0.73 for all polarizations.
Data tabulated is in the form (x-value,integral-value). The value of x appro-
priate for the polarization is that which gives an integral value of 1. These are
the x-values used to calculate the theoretical majority and minority radii and
the central density ratios in Chapter 6.
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1. q=2.1, P of 0.1

f=Interpolation[{{0.01,1.09996},{0.1,1.09514},{0.2,1.07807},

{0.3,1.04561},{0.4,0.996224},{0.5,0.931116},{0.6,0.854694},

{0.7,0.773577},{0.8,0.694894},{0.9,0.624589},{1,0.566354}}];

FindRoot[f[x]==1,{x,0.4}]

{x->0.393367}

2. q=2.1, P of 0.2

f=Interpolation[{{0.01,1.19996},{0.1,1.19463},{0.2,1.17584},

{0.3,1.14019},{0.4,1.08607},{0.5,1.01496},{0.6,0.93164},

{0.7,0.843341},{0.8,0.75778},{0.9,0.681299},{1,0.617875}}]

FindRoot[f[x]==1,{x,0.5}]

{x->0.518811}

3. q = 2.1, P of 0.3

f=Interpolation[{{0.01,1.29995},{0.1,1.2941},{0.2,1.27357},

{0.3,1.23472},{0.4,1.17588},{0.5,1.09874},{0.6,1.00855},

{0.7,0.913089},{0.8,0.820637},{0.9,0.737992},{1,0.669382}}]

FindRoot[f[x]==1,{x,0.6}]

{x->0.609054}

4. q = 2.1, P of 0.4

f=Interpolation[{{0.01,1.39994},{0.1,1.3936},{0.2,1.3713},

{0.3,1.32922},{0.4,1.26565},{0.5,1.18247},{0.6,1.08542},

{0.7,0.982803},{0.8,0.883491},{0.9,0.794685},{1,0.720882}}]

FindRoot[f[x]==1,{x,0.7}]

{x->0.683252}

5. q = 2.1, P of 0.5

f=Interpolation[{{0.01,1.49993},{0.1,1.49307},{0.2,1.46901},

196



{0.3,1.4237},{0.4,1.35539},{0.5,1.26618},{0.6,1.16223},

{0.7,1.05248},{0.8,0.946309},{0.9,0.851376},{1,0.772387}}]

FindRoot[f[x]==1,{x,0.7}]

{x->0.748562}

6. q = 2.1, P of 0.6

f=Interpolation[{{0.01,1.59993},{0.1,1.59255},{0.2,1.56671},

{0.3,1.51815},{0.4,1.44508},{0.5,1.34985},{0.6,1.23902},

{0.7,1.12215},{0.8,1.00913},{0.9,0.908047},{1,0.823886}}]

FindRoot[f[x]==1,{x,0.8}]

{x->0.808503}

7. q = 2.1, P of 0.7

f=Interpolation[{{0.01,1.69992},{0.1,1.69202},{0.2,1.6644},

{0.3,1.61257},{0.4,1.53476},{0.5,1.43346},{0.6,1.31578},

{0.7,1.19178},{0.8,1.07193},{0.9,0.964712},{1,0.875393}}]

FindRoot[f[x]==1,{x,0.85}]

{x->0.865449}

8. q = 2.1, P of 0.8

f=Interpolation[{{0.01,1.79991},{0.1,1.79148},{0.2,1.76208},

{0.3,1.70699},{0.4,1.62439},{0.5,1.51706},{0.6,1.39251},

{0.7,1.2614},{0.8,1.13473},{0.9,1.02139},{1,0.926885}}]

FindRoot[f[x]==1,{x,0.85}]

{x->0.920799}

9. q = 2.1, P of 0.9

f=Interpolation[{{0.01,1.8999},{0.1,1.89097},{0.2,1.85974},

{0.3,1.80136},{0.4,1.71399},{0.5,1.60062},{0.6,1.46924},

{0.7,1.331},{0.8,1.1975},{0.9,1.07805},{1,0.978377}}]
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FindRoot[f[x]==1,{x,0.9}]

{x->0.976201}

1. q=0.73, P of 0.1

f=Interpolation[{{0.01,1.09997},{0.1,1.0967},{0.2,1.08428},

{0.3,1.05856},{0.4,1.01575},{0.5,0.954327},{0.6,0.876772},

{0.7,0.789892},{0.8,0.703178},{0.9,0.625861},{1,0.564385}}];

FindRoot[f[x]==1,{x,0.2}]

{x->0.428556}

2. q = 0.73, P of 0.2

f=Interpolation[{{0.01,1.19997},{0.1,1.19633},{0.2,1.18256},

{0.3,1.15414},{0.4,1.10705},{0.5,1.03981},{0.6,0.955219},

{0.7,0.860743},{0.8,0.766629},{0.9,0.682712},{1,0.61584}}]

FindRoot[f[x]==1,{x,0.5}]

{x->0.549077}

3. q=0.73, P of 0.3

f=Interpolation[{{0.01,1.29997},{0.1,1.29595},{0.2,1.28081},

{0.3,1.24965},{0.4,1.19829},{0.5,1.12521},{0.6,1.03359},

{0.7,0.931556},{0.8,0.830052},{0.9,0.739551},{1,0.667293}}]

FindRoot[f[x]==1,{x,0.6}]

{x->0.633526}

198



4. q = 0.73, P of 0.4

f=Interpolation[{{0.01,1.39995},{0.1,1.39557},{0.2,1.37903},

{0.3,1.34514},{0.4,1.28946},{0.5,1.21053},{0.6,1.11191},

{0.7,1.00231},{0.8,0.893447},{0.9,0.796385},{1,0.718763}}]

FindRoot[f[x]==1,{x,0.7}]

{x->0.70208}

5. q = 0.73, P of 0.5

f=Interpolation[{{0.01,1.49994},{0.1,1.49518},{0.2,1.47724},

{0.3,1.44059},{0.4,1.38058},{0.5,1.29579},{0.6,1.19014},

{0.7,1.07303},{0.8,0.956831},{0.9,0.853227},{1,0.770235}}]

FindRoot[f[x]==1,{x,0.7}]

{x->0.762118}

6. q=0.73, P of 0.6

f=Interpolation[{{0.01,1.59995},{0.1,1.59479},{0.2,1.57543},

{0.3,1.53601},{0.4,1.47163},{0.5,1.38098},{0.6,1.26833},

{0.7,1.1437},{0.8,1.02018},{0.9,0.910047},{1,0.821702}}]

FindRoot[f[x]==1,{x,0.8}]

{x->0.817243}

7. q = 0.73, P of 0.7

f=Interpolation[{{0.01,1.69994},{0.1,1.69439},{0.2,1.67359},

{0.3,1.63139},{0.4,1.56265},{0.5,1.46611},{0.6,1.34647},
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{0.7,1.21433},{0.8,1.08352},{0.9,0.966883},{1,0.873194}}]

FindRoot[f[x]==1,{x,0.85}]

{x->0.86988}

8. q = 0.73, P of 0.8

f=Interpolation[{{0.01,1.79994},{0.1,1.79399},{0.2,1.77177},

{0.3,1.72672},{0.4,1.65362},{0.5,1.55121},{0.6,1.42455},

{0.7,1.28494},{0.8,1.14684},{0.9,1.02371},{1,0.92467}}]

FindRoot[f[x]==1,{x,0.85}]

{x->0.921567}

9. q = 0.73, P of 0.9

f=Interpolation[{{0.01,1.89993},{0.1,1.89357},{0.2,1.86989},

{0.3,1.82205},{0.4,1.74455},{0.5,1.63623},{0.6,1.50259},

{0.7,1.3555},{0.8,1.21014},{0.9,1.08052},{1,0.976163}}]

FindRoot[f[x]==1,{x,0.9}]

{x->0.974344}
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Appendix D

2D Density of a Spin-Balanced quasi-2D Fermi Gas

D.1 2D Density of a Spin-Balanced quasi-2D Fermi Gas

PROGRAM DESCRIPTION: This Mathematica 9.0 program generates the
2D density profile for a spin-balanced quasi-2D Fermi gas with an interaction
parameter, q, of 2.1.

1. Polaron Energy Definition

y[q_]:=-2/Log[1+2*q]

yprime[q_]:=(q*(y[q])^2)/(1+2q)

2. Compute density at trap center q2p1

FindRoot[n== 1/Sqrt[1+y[2.1*n]+yprime[2.1*n]],{n,2}]

{n->1.52091}

3. Chemical Potential at trap center q2p1

mu=1.52091*(1+y[2.1*1.52091]+1/2 yprime[2.1*1.52091])

0.328689

4. Cloud Radius q2p1
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R1=Sqrt[mu+1/(2*2.1)]

0.75285

5. Density Profile q2p1

\[Rho][n_]:=Sqrt[mu-n*(1+y[2.1*n]+1/2 yprime[2.1*n])];

BalProfile2p1=ListPlot[Table[{\[Rho][i],i},{i,0,1.52091,(1.52091-0)/100}]]
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