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Abstract

In this dissertation, I describe the first production of a degenerate Fermi gas of 6Li by

all-optical means and the characterization of that gas in the quantum degenerate

regime. An optical trap formed by an ultrastable CO2 laser confines 3.5× 106

lithium atoms. The atoms are then evaporatively cooled to the quantum degenerate

regime, at which point 1×105 atoms remain at a temperature of ∼ 4 µK, around

half the system’s Fermi temperature. I describe how the trapped atoms’ number

and temperature are determined by absorption imaging via a CCD camera with

a resolution of 3.3 µm, and how that determination must be modified to account

for fermionic effects. Furthermore, I explain how the degenerate gas’s interaction

strength can be characterized by measuring the gas’s density profile. To that end,

I present a theory for calculating the zero-temperature density distribution of a

two-state fermionic gas by balancing the forces on that gas. The work described in

this dissertation offers many future avenues of study, as degenerate Fermi gases are

rich with interesting physical behavior.

Single-state Fermi gases do not interact; two states must be trapped if one

wishes to cool these atoms through evaporation or create a fermionic superfluid.

Unlike magnetic traps, optical traps can confine any and all atomic hyperfine states,

allowing the trapping of any two-state combinations and thus increasing the types of

interactions that can be studied. While many groups have begun using optical traps

in the final stage of their degeneracy experiments, this dissertation’s experiments are
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the first to employ an optical trap for all stages of trapping and cooling fermions to

degeneracy, dramatically simplifying the procedure to reach the quantum degenerate

regime.

Properties of our 6Li gas, such as its temperature and interaction strength, are

readily adjusted, making it ideal for a number of applications, including quan-

tum computing and the creation of high-precision frequency standards, where the

exclusion principle suppresses dephasing collisions. Perhaps most exciting is the

possibility of observing a fermionic superfluid. The states of 6Li that we trap are

predicted to have some of the highest critical temperatures (in units of the Fermi

temperature) ever seen in superfluids, and are thus analogs of high-temperature

superconductors.
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Chapter 1

Introduction

On October 9th, 2001, the Royal Swedish Academy of Sciences announced the

recipients of the 2001 Nobel Prize for Physics. Eric A. Cornell, Wolfgang Ketterle,

and Carl E. Wieman were awarded the prize “for the achievement of Bose-Einstein

condensation in dilute gases of alkali atoms, and for early fundamental studies of

the properties of the condensates.” In just six years, Bose-Einstein condensation

(BEC) in a dilute atomic vapor had gone from a dream of experimentalists to a

sub-field of physics worthy of a Nobel prize.

The creation of BEC in a dilute gas by three groups in 1995 [1, 2, 3] opened

the door to a myriad of experiments. BEC was not a new idea: Einstein had first

predicted its existence in 1925 [4]. The first BEC experiments involved superfluid

4He, a liquid. But liquids are strongly interacting, and Einstein’s original concept of

BEC involved an ideal gas. The dilute nature of the alkali gases used in recent BEC

experiments leads to interactions which are both weak, especially when compared

to interactions in a liquid, and well-understood. Thus comparisons between theory

and actual experimental results are more easily made. The interactions can even

be widely adjusted by application of a magnetic field [5, 6, 7]. In addition, a BEC

can be a source of coherent matter waves [8, 9, 10] for use in atom lithography and

the exploration of matter-wave optical effects.

1
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Given the success of BEC experiments, the next natural question was, “What

about making a degenerate gas of fermions instead?” Prior to the relatively recent

work involving alkali gases, the only dilute system of degenerate fermions stud-

ied was that of 3He dissolved in superfluid 4He.1 A degenerate gas of fermions

would possess many of the same benefits as a similar gas of bosons: weak and well-

understood interactions, control of those interactions via a magnetic field, and the

chance to explore many-body interactions [12,13].

Most exciting, though, is the possibility of producing a fermionic superfluid gas.

To do so requires both attractive s-wave interactions between atoms and a gas

which is dense enough, so that atoms may pair up and form composite bosons. By

magnetically tuning these s-wave interactions it may be possible to create a super-

fluid, either through formation of Cooper pairs, as in the Bardeen-Cooper-Schrieffer

(BCS) theory of superconductivity [14, 15], or by having very strong interactions

and creating a resonance superfluid [16,17]. The two stable fermionic alkali atoms,

40K and 6Li, both have two-state mixtures which exhibit large and attractive inter-

actions, allowing observation of superfluidity at the highest critical temperatures Tc

of any Fermi superfluids [18,16], in units of the Fermi temperature.

There is a problem hidden in the above. Superfluidity requires that two hyperfine

states of the atom in question be trapped, as they play the same role as spin states in

canonical BCS theory. But the problem is worse yet: evaporative cooling, the most

direct and experimentally tested method of cooling a dilute alkali gas, also requires

that two hyperfine states be trapped. Evaporative cooling depends on collisions to

rethermalize the gas. At the very low temperatures required for degeneracy, only

s-wave scattering collisions occur, and such collisions between two fermions in the

1For an overview of such experiments, see Ref. [11].
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same state are not allowed by the Pauli exclusion principle.

Magnetic traps are a standard tool for atomic trapping experiments. While op-

tical traps were employed in the early years of atomic trapping, their usefulness

was limited due to then-unexplained heating and trap-loss rates [19,20,21]. By far

the majority of BEC work has been done using magnetic traps—only one group

has produced a BEC using an optical trap [22], and that only recently. However,

magnetically-trapped mixtures of 6Li, the atom I worked with, are nearly unusable

due to large spin-exchange and dipolar decay rates [23]. Unlike magnetic traps, op-

tical traps are able to trap atoms regardless of their state, allowing experimentalists

to use two-state mixtures of 6Li which do not suffer from excessive spin-exchange or

dipolar decay rates. I have thus helped develop a stable optical trap [24] and used it

to evaporatively cool a two-state mixture of 6Li to degeneracy [25]. Slight changes

in the experiment should allow exploration of resonant interactions of the two-state

mixture and potentially observe Cooper pairing and superfluidity. In addition, it

will be possible to study suppression of three-body collisions in a two-state Fermi

gas and the mechanical stability of strongly attractive or repulsive mixtures.

1.1 1999–2001: To Degeneracy

Before discussing the general motivation for my work on degenerate Fermi gases, I

must put the contents of this dissertation in perspective. My work builds strongly on

Ken O’Hara’s dissertation work [26]. By 1999 he, along with Mike Gehm and myself,

and under the supervision of Dr. John Thomas, had developed a custom-built 65W

CO2 laser and used it to trap and cool 6Li. The optical trap lifetime was 300 s, two

orders of magnitude greater than prior optical trap lifetimes. Temperatures of

T = 2.4 µK were reached, but the phase space density was only ρ ' 1.6×10−3, well
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short of the quantum degenerate regime.

At the start of Mike Gehm’s and my dissertation work in 1999, it was unclear

whether it was even possible to reach quantum degeneracy in a single-beam optical

trap. Many thought a crossed-beam optical trap was necessary in order to have

tight confinement in all directions. The first all-optical Bose-Einstein condensate

was produced in just such a trap [22].

Mike and I were stubborn, convinced that a single-beam optical trap could be

used to produce a quantum degenerate gas. We reworked the experiment, starting

nearly from scratch. We needed more laser power in our optical trap in order to

confine more atoms and thus increase the amount of evaporative cooling we could

perform. We needed a way to measure the number and temperature of our atomic

cloud in one shot. We needed an easier and more flexible way of controlling our

equipment.

In order to increase the laser power in our optical trap, we bought and installed

a 140W commercial CO2 laser more than doubling the power in our optical trap.

We also retroreflected the trapping beam, nearly doubling the power in the trap

again. In order to measure the number and temperature of our gas, we installed

a CCD camera and developed an absorption measurement technique. In order to

control the camera and other equipment with split-second accuracy over 100s of

seconds, we created a computer-controlled timing system.

The experiments described in this dissertation are the result of an extraordi-

nary group effort. The tasks on the road to degeneracy were divided among us

as necessary. I developed the timing system while Mike worked on the theory of

absorption imaging. I worked on how to analyze our gas’s temperature and phase

space density while Mike designed a Monte-Carlo simulation of our optical trap’s
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loading and cooling. Together, along with Ken O’Hara as our post-doc, we cooled

6Li to the quantum degenerate regime in 2001, and in doing so created the world’s

first degenerate fermionic gas by all-optical means.

This dissertation describes how we trapped and cooled 6Li to the quantum de-

generate regime. I will focus on the characterization of these gases: How do we

determine the atoms’ temperature and number when Fermi effects are large? When

the atoms are degenerate, how do we measure their interaction strength? Mike

Gehm’s dissertation is a companion to this one. While describing the same ex-

periments, he discusses the physics that we investigated in the process of reaching

degeneracy, such as the dynamics of trapped gases and signal-to-noise associated

with imaging.

1.2 Dilute and Degenerate

Why is there such interest in quantum degenerate gases of neutral alkali atoms? The

gases have two major features that make them of great interest to experimentalists

and theorists alike: they are dilute, and they are degenerate.

“Dilute” is relatively easy to define. A gas is considered dilute if the average

distance between gas particles is much greater than the range of their interparticle

interactions, so that interactions between particles are weak. If the range of the

interparticle potential is given by r0, then we can consider a characteristic interac-

tion volume r3
0. The number of particles in a given volume is the number density

n. Thus a gas is dilute if the number of particles in the interaction volume, nr3
0, is

much less than one.

“Degenerate” is a more complex term, as might be expected given the rich

behaviors exhibited by degenerate systems. Roughly speaking, a gas of identical,
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non-interacting particles becomes degenerate when they are packed tightly enough

that their wave functions overlap, causing them to exhibit macroscopic quantum

behavior.

More rigorously, a particle of mass m and temperature T has an associated

quantum wavepacket. The wavelength of this wavepacket is given by the thermal

deBroglie wavelength,

λdB =
h√

2πmkBT
. (1.1)

In the same way that one determines what makes a gas dilute, one can consider a

characteristic wavelength volume, given by λ3
dB. This volume can be thought of as

the wavepacket volume. Then the number of particles in this volume is given by

nλ3
dB, a quantity known as the phase-space density. When nλ3

dB > 1, on average

particles’ wavepackets overlap and the gas is degenerate. As noted by Hagley et

al. [27], this is far from a normal happenstance. Air has a number density of

∼ 0.03 nm−3 and λdB ∼ 0.02 nm, giving a phase-space density of ∼ 2×10−7.

What happens when a gas becomes degenerate depends on whether it is a boson

or a fermion. The two are distinguished by how the multi-particle wave function

of the gas behaves if one swaps the label of any two particles in that gas. If the

particles are bosons and thus have integer spin, their wave functions are symmetric

and do not change sign when labels are swapped. If the particles are fermions and

thus have half-integer spin, their wave functions are antisymmetric. The two types

of particles behave very differently at low temperatures. The behavior of bosons is

dictated by Bose-Einstein statistics; fermions, by Fermi-Dirac statistics.

Bosons are gregarious and, as they are cooled further and further, begin to

congregate in the system’s ground state. When the temperature and density of a

homogeneous bosonic gas are such that nλ3
dB = 2.612, the gas undergoes a phase
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transition in which a significant fraction of the gas particles drop into the ground

state, forming a Bose-Einstein condensate. Fermions, on the other hand, are loners.

Due to the Pauli exclusion principle, particles in a cooled fermionic gas do not drop

into the ground state. Instead they pile up, one to an energy state, like people

on the rungs of a ladder. There is no Fermi phase transition analogous to that of

Bose-Einstein condensation.

It is the weak interparticle interactions that help make dilute alkali gases a good

experimental system, as the problem of creating an applicable theory becomes much

more tractable. Any introductory textbook on statistical mechanics will discuss

Bose-Einstein and Fermi-Dirac statistics. It is when strong interactions must be

taken into consideration that things become far less tractable. Liquid helium, one

of the earliest examples of a quantum degenerate system, has interactions so strong

that they cannot be treated by perturbation theory [28].

The low temperatures present in experiments involving degenerate alkali gases

also help simplify the theory of interparticle interactions. Three-body collisions

are rare because the gas is dilute, and at these temperatures, two-particle head-on

collisions that impart no change in angular momentum, known as s-wave collisions,

dominate. Further, in the low-energy limit, the s-wave collision cross section is

characterized by one number, the scattering length a. In this limit the effective

potential between two atoms whose positions are separated by x is given by

V (x) =
4πh̄2a

m
δ(x), (1.2)

where m is the mass of the particles and δ indicates a delta-function potential.

From the above equation we see that the effective potential will be attractive if

a < 0. This is important, as the formation of Cooper pairs and thus a fermionic
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superfluid requires that interaction between atoms be attractive. The easiest way

to satisfy this condition is for a to be negative; and the larger a is, the stronger the

attractive potential and the higher the temperature at which fermionic superfluids

form.

1.3 Historical Perspective of Trapping

While the dilute nature of alkali gases makes for simpler theoretical description, it

also increases the difficulty of reaching the quantum degenerate regime. Because n is

so small, correspondingly low temperatures must be reached in order for nλ3
dB > 1.

The phase-space density of trapped gases must be increased by many orders of

magnitude in order to reach degeneracy. The story of atomic cooling and trapping

is thus one of ever-improving technology and experimental techniques. For nearly a

decade, physicists worked to make alkali gases colder and more dense, with progress

coming in fits and starts.

1.3.1 Magneto-Optical Traps Start Things Off

Although magneto-optical traps (MOTs) have been extensively covered in the lit-

erature2, it is worth discussing them briefly, as they are the workhorse of atomic

trapping experiments.

MOTs cool a gas by utilizing the momentum transferred when photons scatter

from an atom. Imagine two laser beams counter-propagating left and right, both

detuned to the red side of the atomic resonance for the atom to be trapped, as in

Figure 1.1. Now place an atom in the beams. Should the atom begin moving right,

2See, for example, Ref. [29] for an astoundingly long list of references.
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v

Figure 1.1: An atom between two red-detuned, counter-propagating laser beams.
As the atom moves to the right, it preferentially scatters photons from the beam
travelling from right to left due to the Doppler shift. This arrangement gives rise to
a viscous damping force, which in turn led to the arrangement being called “optical
molasses.”

the beam propagating from left to right will be Doppler-shifted towards the blue,

shifting it closer to resonance. Meanwhile, the beam propagating from right to left

is red-shifted further from resonance. The net effect is that the atom will begin

preferentially scattering photons from the beam that is propagating opposite to its

direction of motion. The resulting momentum transfer will serve to slow the atom.

Should the atom instead move left, it will begin preferentially scattering photons

from the right-propagating beam, and once again will be slowed. The result is a

viscous damping force, which slows the atom regardless of the direction in which it

moves. The force on the atom as a function of its velocity v is a combination of the

force due to each beam separately. If both beams have the same intensity I, that

force is

F = h̄k
Γ

2

[
I/Isat

4(∆− kv)2/Γ2 + (1 + 2I/Isat)

]

− h̄k
Γ

2

[
I/Isat

4(∆ + kv)2/Γ2 + (1 + 2I/Isat)

]
. (1.3)

Isat is the saturation intensity of the atom, Γ is the linewidth of the transition,

and ∆ is the detuning of the beams from resonance. Near v = 0, the force can be

expanded in powers of v, giving a linear form of the force, F = −αv, where the
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friction coefficient α is

α = −4h̄k2 I

Isat

2∆/Γ

[4∆2/Γ2 + (1 + 2I/Isat)]2
. (1.4)

This one-dimensional setup can be generalized to three dimensions by placing

counter-propagating beams along three orthogonal axes. The result is a three-

dimensional field in which atoms experience a viscous damping force. Due to the

friction-like qualities of this damping force, such a setup was given the name “optical

molasses.”

Despite its damping ability, optical molasses is not a true trap. There is no

restoring force to drag atoms back to a central location. Atoms entering optical

molasses are slowed, but they are continually absorbing and re-emitting photons

from all directions and thus can leave the region where the six laser beams overlap

by a random-walk process. The atoms are confined in velocity space but not in

position.

The addition of a magnetic field and the use of circularly-polarized light in the

optical molasses provide the necessary restoring force. Figure 1.2 demonstrates

the idea in one dimension using an atom with a transition from J = 0 to J ′ =

1. A linear magnetic field is applied, thus splitting the magnetic sublevels of the

J ′ = 1 level. Where the magnetic field is zero, there is no splitting; away from

that point, the m sublevels split in opposite directions. The red-detuned counter-

propagating beams are σ± polarized, and thus drive the ∆m = ±1 transitions,

respectively. As an atom moves right, the m = −1 transition is magnetically shifted

closer to resonance, causing the atom to scatter photons preferentially from the

left-propagating σ− beam. The resulting force moves the atom back towards the

magnetic zero point. Should the atom move left, it begins absorbing more photons
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Figure 1.2: The magneto-optical trap. (a) The physical layout of the trap, showing
the beams along orthogonal axes and the position of the magnetic coils. (b) The
level structure of an example atom undergoing a transition from J = 0 to J ′ = 1 in
a MOT. A linear magnetic field B = Bẑ is applied to split the upper levels.

from the right-propagating σ+ beam. Thus to the viscous damping force of optical

molasses is added a spring-like restoring force F = −κz. The three-dimensional

version has counter-propagating σ± beams along all three orthogonal axes and a set

of anti-Helmholtz coils to provide a spherical quadrupole magnetic field, which is

linear in all directions near the zero point of the field.

MOTs are very effective at trapping and cooling a large number of atoms,

with final temperatures ranging from 10 µK − 1 mK and densities on the order

of 1011 atoms/cm3. This only gives a phase space density of ∼ 10−6, though. Much

more work is required to produce a degenerate alkali gas.

1.3.2 Magnetic Traps Reach Degeneracy

In BEC experiments, neutral atoms are loaded into a magnetic trap and cooled via

evaporation. A magnetic trap utilizes the physics behind the Stern-Gerlach effect:

a magnetic field gradient produces a force on a magnetic dipole. A non-uniform

magnetic field B with a non-zero local minimum is sufficient to form a magnetic

trap. The force on the atom due to the field is given by F = −µ · ∇B, where µ is
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(a) (b)
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Figure 1.3: The magnetic potential energy of a one-dimensional magnetic trap
due to a field B. In (a) the atoms, represented with arrows to show the direction
of their magnetic moments, are weak-field seeking and thus are trapped. In (b) the
atoms are strong-field seeking; for them, the energy curve is inverted and the atoms
are not trapped.

the magnetic dipole of the atom. Alkali atoms are readily trapped by this method,

since they have large permanent magnetic dipole moments.

As can be seen by the equation for the magnetic gradient force on the atom,

only certain atomic states, those for which µ is anti-parallel to B, can be trapped.

If µ is anti-parallel to B, then the overall force is positive and the point of lowest

energy occurs when |B| = 0. Atomic states for which this is true are known as

weak-field-seeking states. If µ and B are aligned, then the overall force is positive,

and the atom is repelled from the region where |B| = 0. These are known as

strong-field-seeking states. It is possible for weak-field-seeking atoms to become

strong-field-seeking through a spin-flip interaction. When this occurs randomly

through two-body collisions it serves to remove atoms from the trap.

Evaporative cooling is nothing more than the selective removal of hot atoms from

a sample, allowing the remaining atoms to rethermalize at a lower temperature than

before. The oft-cited everyday example of evaporative cooling is that of a cup of

coffee left on a table to cool. Through collisions, some water molecules gain enough
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Figure 1.4: Atoms in a trap. The most energetic ones from (a) are selectively
removed in (b), leaving the energy distribution of the sample (shown to the side of
the trap) with a lower temperature.

energy to leave the coffee as water vapor, carrying away energy and leaving the rest

of the liquid coffee cooler.

The two keys to evaporative cooling are energy selectivity and rethermalization.

Without energy selection, any atom may be pulled from the sample, resulting only

in a net decrease in the number of atoms trapped and not a decrease in temperature.

Without rethermalization, which occurs through elastic collisions, the gas’s overall

temperature cannot decrease after the hot atoms are removed, leaving phase space

density unchanged. “Evaporation” would be nothing more than velocity selection.

Selectively removing the most energetic atoms from a magnetic trap can be

done through radio frequency (rf) transitions. An rf field is applied to the magnetic

trap, its amplitude and frequency chosen so as to flip the spin of atoms which

have relatively high energy yet are still bound. This is possible because the energy

levels of the atoms are shifted by the Zeeman effect of the magnetic field. Atoms

at different heights in the magnetic potential therefore have different transition

frequencies. By using an rf field of the appropriate frequency, only atoms highest in

the potential will experience a spin flip and escape from the trap. This rf knife thus

scrapes away the high-energy atoms. The frequency of the knife can be altered over
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time so as to remove progressively lower-energy atoms, making the sample colder

and colder, driving it towards the degenerate regime.

This technique, which worked so well in the BEC experiments, is more prob-

lematic when applied to fermions. Evaporative cooling can be successful only if

collisions occur. As mentioned earlier, at low temperatures, s-wave collisions domi-

nate the interactions between two atoms. But the Pauli exclusion principle forbids

s-wave collisions between fermions in the same state. To cool fermions evaporatively,

one must trap a two-state mixture.

Magnetic traps pose two further requirements: the magnetic dipoles of the two

states must have the same sign, and the two states must not suffer from excessive

spin-flip collisions. There are states of 40K which satisfy both conditions, and a

degenerate gas of fermions has been produced by dual-knife evaporation of a two-

state mixture of 40K [30]. However, all of the two-state 6Li mixtures which can be

magnetically trapped have very large spin-exchange collision rates.

One way around this difficulty is to use sympathetic cooling. In sympathetic

cooling, two isotopes of the same atom, a bosonic and a fermionic one, are trapped.

Low-temperature collisions between bosons and fermions are allowed, providing the

rethermalization necessary for evaporative cooling. By cooling the bosonic isotope

using standard rf techniques, the fermionic isotope can be simultaneously cooled.

Two groups have used a mixture of 6Li and 7Li in a magnetic trap for this pur-

pose [31,32] and in doing so produced both a 7Li BEC and a degenerate gas of 6Li.

One group has used 23Na to cool 6Li to degeneracy [33]. There are notable experi-

mental drawbacks to this approach, the largest of which is the equipment required

to trap two isotopes rather than one.

Moreover, if the goal is to explore superfluidity, a magnetic trap cannot be the
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final tool used. The two states of 6Li and 40K that are predicted to exhibit Cooper

pairing at experimentally accessible temperatures are strong-field seeking [14, 34].

To explore superfluidity, a different trap must be employed.

1.3.3 Optical Traps Push for Superfluidity

An optical trap confines atoms via the optical dipole force. In an electric field E, a

neutral atom becomes polarized as its electrons are pulled in one direction and its

protons in the other, according to its polarizability αP . The atom’s induced dipole

moment is then d = αPE, and the interaction potential between this dipole and

the electric field is

U = −1

2
d · E = −1

4
αP |E |2, (1.5)

where the bar over the dot product indicates that it is averaged over several optical

cycles and E is the slowly-varying amplitude of E. If an atom has a polarizability

greater than zero, then in an electric field gradient the atom will be attracted to

regions of high intensity. One method of using this to trap atoms is to take a

Gaussian laser beam and focus it tightly. |E| is greatest at this focus, causing

atoms with a positive polarizability to be attracted to that point.

The polarizability of an atom in the ground state is positive if the laser is

detuned to the red of resonance. Further, the trapping potential is independent of

spin state if the laser light is linearly polarized and the detuning is much greater

than the hyperfine splitting of the states in question. A sufficiently detuned laser is

capable of trapping any and all spin states of an atom—or, indeed, almost anything,

including micron-sized particles [35]! In this manner the two lowest energy states

of a fermion can be trapped, thus avoiding exothermic collisions in which one atom

falls into a lower energy state. Even more promising, the states of 6Li and 40K which



16 CHAPTER 1. INTRODUCTION

-4
-2

0
2

4z/z0 -2
-1

0
1

2

r /a

U0

Figure 1.5: An optical trap formed by tightly focusing a Gaussian beam. The
potential energy in the x-z plane is shown below the beam.

are best suited for superfluidity experiments can be confined in an optical trap.

Forced evaporation is possible in an optical trap by reducing the strength of

the laser beam that forms the trap. Doing so lowers the depth of the trapping

potential, allowing the most energetic atoms to leave. As the laser power continues

to decrease, the atomic gas cools further. This technique is equally applicable to

bosons [22] and fermions [25].
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1.4 Significance of Current Work

1.4.1 Stable Optical Trap Using a Commercially-Available

Laser

When our group first began work on an optical trap for neutral atoms, the longest

1/e lifetimes observed for an optical dipole force trap were just under 10 s [19, 36].

The authors of one 1997 review article [37] stated:

In the limit of far detuning, one expects the light to create an almost

conservative potential, such that in practice the lifetime of the trap is

only limited by the background pressure.... As expected the lifetime [of

one representative far-off-resonance optical trap] varies linearly with the

pressure, except at very low pressures (' 10−11 Torr) where it tends to

saturate at a few seconds due to other possible heating mechanisms (e.g.

beam vibration).

“Other possible heating mechanisms” were indeed the major factor limiting op-

tical trap lifetimes, specifically the noise caused by beam intensity fluctuations and

vibration [38,39]. To limit these sources of noise as much as possible, as part of Ken

O’Hara’s dissertation work our group built a custom ultrastable CO2 laser and in

doing so achieved trap lifetimes of 300 s [24].

This laser had a number of troubling drawbacks, however. The most crucial was

its dependence on rare or hand-made parts. The laser tube was made of specially-

blown Pyrex. The diffraction grating which served as an output coupler was custom-

built by Hyperfine Inc. The power supplies employed vacuum tubes, and were on

loan from Lincoln Laboratory. All of these components would be difficult to replace

were something to happen to them.
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Less crucial but more annoying on a day-to-day basis was how the CO2 laser

power drifted. No stabilization system was used in order to limit potential sources

of noise, so it was not uncommon to begin taking data only to find that the laser had

drifted and its power fallen significantly—though ultrastable on short time scales,

the laser would drift over minutes.

Finally, at the beginning of my dissertation work, we were unable to cool atoms

down into the quantum degenerate regime using our home-built laser. One solution

was to trap more atoms, as more atoms allow lower temperatures to be reached

through evaporative cooling. The number of atoms trapped depends on the laser’s

intensity, so an increase in laser power was necessary.

We had not used a commercial CO2 laser because we had been unable to find

one with noise characteristics which suited our needs. But in the course of my

dissertation work, we discovered an RF-excited CO2 laser from Coherent/DEOS,

the LC100-NV, which not only had noise characteristics which were potentially

sufficient for our needs but also produced 140W of power, more than double that

produced by our custom-built CO2 laser. In addition, RF-excited CO2 lasers exhibit

far less power drift than does our custom-built CO2 laser. Using this commercial

laser, Mike Gehm and I were able to create an optical trap with a lifetime of

400 s [25], and with it cool 6Li to the quantum degenerate regime.

Our use of this laser has a number of benefits. For one, it lowers the barrier for

other experimental groups to create a similar trap. Rather than having to build

a special CO2 laser, experimenters can buy a laser which is readily available from

Coherent/DEOS. For another, the LC100-NV is easier to operate than our custom-

built CO2 laser. It employs a sealed-tube design rather than the flowing gas design

we used in our laser, and turning it on is a matter of flipping three switches rather
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than opening gas cylinders, adjusting gas flow, and then jump-starting the laser

using a Tesla coil. And, as previously mentioned, the LC100-NV is RF-excited and

thus its power is more stable over long periods of time than was our custom-built

laser.

1.4.2 The All-Optical Route to Fermi Degeneracy

As explained above, there are benefits to using an optical trap for trapping and

cooling neutral fermions. The states of 6Li and 40K for which Cooper pairing is

predicted to occur cannot be trapped magnetically. To explore superfluidity and

the BCS transition one needs an optical trap. In that case, why not solely utilize an

optical trap? Doing so obviates the need to transfer cooled atoms from a magnetic

trap into an optical one and then select the appropriate atomic states, which would

lengthen the time required to perform experiments and increase the complexity of

the experimental setup.

Mike Gehm and I have shown that it is possible to evaporatively cool a gas of

fermions to degeneracy directly in an optical trap. (Figure 1.6 shows the range

of temperatures involved in cooling 6Li in our experiments.) This was done using

the two lowest ground states of 6Li, states which are also predicted to form Cooper

pairs at experimentally-achievable temperatures. Prior to the experiments described

in this dissertation, all cooling of fermions to degeneracy was done in magnetic

traps, either by trapping two hyperfine states and performing direct evaporative

cooling [30] or by sympathetically cooling fermions using a bosonic isotope of the

same atom [31,32,33].
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Figure 1.6: A plot of our gas’s temperature as a function of time (not to scale).
The plot shows the steps taken in our cooling process, how long each step takes,
and the resulting temperature.

1.4.3 Low-Temperature Physics

The creation of a dilute, degenerate gas of fermions allows the exploration of a

number of interesting physical phenomena. As such a gas is cooled, Fermi statistics

become more and more pronounced. For instance, the size of the atomic cloud

initially shrinks as it is cooled, but eventually the Pauli exclusion principle prevents

that from happening. Collective oscillations, in which a two-component Fermi gas

is allowed to oscillate in a harmonic trap, is an interesting field of study. The

behavior of a Fermi gas when excited in this manner depends on the relative strength

of interactions between the two components. Thus these oscillations provide a

method of exploring the quantum statistics of a degenerate gas. While collective

oscillations of BECs have been explored by many groups [40, 41, 42], to date only

two experiments involving collective oscillations of fermions have occurred [43, 44].
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Furthermore, if cooled sufficiently, a gas of 6Li in the appropriate two states should

exhibit Cooper pairing according to BCS theory and then form a superfluid of those

pairs, in a manner analogous to how electrons become superconducting.

The mixture of the two hyperfine states of 6Li that we trap and cool is predicted

to exhibit a Feshbach resonance when a magnetic field of ∼ 850 G is applied. A

Feshbach resonance occurs when the energy of a bound molecular state is degenerate

with that of a two-body continuum state. While producing this magnetic field is

beyond the capability of the experimental setup described in this dissertation, new

magnets now installed in the system should allow study of this Feshbach resonance.

One of the most important features of a Feshbach resonance is that the s-wave

interactions can be altered from strongly attractive to strongly repulsive by varying

the magnetic field. By taking advantage of this fact, it should be possible to ex-

plore resonance superfluidity, in which a fermionic superfluid is created via strong

interactions instead of the weak ones that occur in traditional BCS theory. Res-

onance superfluids should occur at relatively high temperatures compared to the

Fermi temperature of the gas; they also may provide the opportunity to explore the

regime between the weak pairing of a BCS superfluid and the tightly-bound bosons

of BEC, as they lie somewhere between the two in terms of interaction strength.

1.5 Dissertation Organization

The organization of this dissertation is as follows. Chapter 2 discusses the various

types of interactions between ultracold 6Li that are of interest in my experiments.

The origin of the scattering length as it applies to s-wave scattering is covered in

more depth, including its magnetic field dependence and the existence of a Feshbach

resonance in our chosen mixture of spin states. In addition, the chapter touches
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briefly on how superfluidity comes about through the creation of Cooper pairs and

how a resonant superfluid, which involves strong interactions and thus involves a

different mechanism than Cooper pairing, may be possible.

Chapter 3 then turns from the theory of interactions to the practicalities of

trapping 6Li. The physics of optical trapping is covered, along with discussion of

the types of noise which plagued previous optical traps by causing excessive atom

loss. The hardware required to realize a stable optical trap is complex, but not

forbiddingly so.

This in turn leads to how to characterize both the optical trap and the trapped

atoms, since it is natural to wonder both what such a trap is like and how many

atoms are trapped in it; this is discussed in Chapter 4. The most direct way of

measuring those atoms is by imaging the trapped cloud onto a CCD camera. Using

such a camera requires timing accurate to within tens of microseconds over hun-

dreds of seconds, and necessitated development of a precision timing system. After

a discussion of the camera and timing system and their integration into the experi-

ment, I then discuss measuring the parameters of the trap and how it is possible to

measure the temperature of the atomic gas without sticking a thermometer through

the vacuum system and into the gas.

Given these methods of characterization, we are prepared to cool atoms to the

quantum degenerate regime. Chapter 5 touches on a Boltzmann-equation theory

of evaporative cooling and how such a theory gives rise to scaling laws relating the

collision rate, phase-space density, and number of atoms to the trap depth during

evaporation. Evaporative cooling was not as experimentally easy as hoped due to a

misalignment of the CO2 laser beam as we lowered its power. Despite this difficulty

I was able to reach temperatures of T/TF < 0.5; since then we have developed a
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scheme which should allow us to correct the misalignment.

In Chapter 6, the density of a two-state fermionic gas as a function of scattering

length is derived. Since the density will vary as the scattering length changes,

it will provide a measure of the fermions’ interactions, further characterizing our

degenerate gas. Finally, Chapter 7 summarizes my major results and points towards

future experiments which should be possible given slight changes in the experimental

setup.





Chapter 2

6Li Interactions

How cold atoms scatter elastically off of one other is at the heart of our experiments.

Without scattering, there would be no rethermalization and thus no evaporative

cooling. The formation of a Fermi superfluid through Cooper pairing is mediated

by scattering interactions. Given the importance of elastic scattering, it is worth

reviewing some of the relevant physics.

This chapter will provide a brief overview of elastic scattering, specialized to the

case of two ultracold 6Li atoms. Such scattering can be described by one parameter,

the s-wave scattering length as.
6Li can have an unusually large and negative scat-

tering length due to near-zero-energy and Feshbach resonances in the 6Li-6Li triplet

molecular potential, leading to very strong interactions. The hyperfine structure of

6Li complicates matters, as it couples the triplet and singlet molecular potentials.

The result is a scattering length which varies with magnetic field.

The s-wave scattering length varies little, though, except near a scattering res-

onance. What causes these resonances, and how the scattering length behaves

near them, will be discussed. Following that, this chapter will explore fermionic

superfluidity by formation of Cooper pairs, the same mechanism which produces

superconductivity of electrons in a metal. The traditional BCS theory of Cooper

pairing becomes invalid when the scattering length is large and the interactions

25
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between atoms strong; the theory of resonance superfluidity, which describes how

fermionic superfluids form in the limit of strong interactions due to a resonance,

will be discussed. According to resonance superfluidity theories, 6Li should form a

system analogous to superconductivity, but with the highest transition temperature

with respect to its Fermi temperature Tc/TF ever produced. Finally, the choice of

which magnetic hyperfine states of 6Li to use in our experiments will be explained.

2.1 Elastic Scattering at Cold Temperatures

The scattering of two particles of mass m that interact through a central potential1

V (r) can be viewed as the scattering of one particle of reduced mass µ = m/2 by the

potential V (r) in the center of mass coordinate system. The interaction between

two neutral alkali atoms is dominated by an electrostatic molecular potential that

is central in nature, allowing us to treat neutral alkali scattering in this manner.

Furthermore, at cold temperatures the interaction between atoms is dominated

by s-wave interactions, which, according to the Wigner-Eckhart theorem, interact

through a scalar potential: because the interaction depends only on the relative

distance r between the two atoms, the interaction must be scalar.

There is a fundamental connection between how scattering events are measured

in the lab and the quantum mechanical description of those events. Scattering

experiments involve measuring the differential cross section dσ/dΩ, while quantum

mechanics describes particles in terms of wave functions ψ. The bridge between the

two is the scattering amplitude f(Ω). The scattering amplitude is directly related

1A central potential is one with no angular dependence, i.e. it is only a function of the relative
distance r between the two atoms.
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to the differential cross section by the formula

dσ

dΩ
= |f(Ω)|2. (2.1)

It also related to the stationary scattering wave function, in which a free particle

is scattered by a central potential. The wave function for a free particle is a plane

wave, given by exp(ik · r). In the asymptotic limit, the wave function of a scattered

particle contains both the original plane wave term and a spherical wave term due

to scattering:

ψ(k, r) =
r→∞

A

(
eik·r + f(Ω)

eikr

r

)
. (2.2)

The scattering amplitude connects the measurable differential cross section with the

quantum mechanical wave function.

When dealing with elastic scattering between very cold atoms, one of the most

useful tools is partial wave analysis. As the name implies, partial wave analysis in-

volves treating the scattered wave function as being composed of individual waves

which, when superposed, form the final wave function. Since a central potential

conserves angular momentum, partial waves of quantized angular momentum are

commonly used in partial wave analysis. The eigenfunctions of angular momentum

are the spherical harmonics Ylm(θ, φ), where l and m are the orbital angular mo-

mentum and magnetic quantum numbers, respectively. Expanding a wave function

in terms of these eigenfunctions gives

ψ(k, r) =
∞∑

l=0

+l∑

m=−l

clm(k)Rlm(k, r)Ylm(θ, φ), (2.3)

where Rlm are the radial portions of the partial wave functions and clm are the



28 CHAPTER 2. 6LI INTERACTIONS

expansion coefficients. Each partial wave is an eigenstate |l, m〉.
The wave function of a free particle can be taken to be a plane wave propagating

in the z direction. Such a wave is independent of the azimuthal angle φ. In that

case m = 0. Since Yl,0(θ) ∝ Pl(cos θ), where Pl(cos θ) are the Legendre polynomials,

the partial wave expansion for a free particle can be shown to be

ψ(k, r)free = eik·r =
∞∑

l=0

(2l + 1)iljl(kr)Pl(cos θ), (2.4)

where jl are the spherical Bessel functions and Pl(cos θ) are the Legendre polyno-

mials.

A central potential necessarily has spherical symmetry, and thus the scattering

amplitude can only depend on θ and m = 0 in the partial wave expansion. Given

this, the scattering amplitude can be shown to be [45]

f(k, θ) =
∞∑

l=0

(2l + 1)
e2iδl(k) − 1

2ik
Pl(cos θ), (2.5)

where δl are the phase shifts—a measure of how much the interaction has affected

the outgoing wave function. Were the phase shifts all equal to zero, f(k, θ) would

be zero and the scattered wave function would then be the same as the incoming

one.

The benefit of this formalism is that it greatly simplifies the theory of scattering

between two cold atoms. Each term in the expansion given in Eq. (2.5) is an angular

momentum eigenstate |l〉. At low temperatures only a few angular momentum

partial waves are energetically allowed. At very low temperatures, s-wave (l = 0)

collisions dominate, making the description of scattering simple enough that it can

be described by one parameter, the scattering length.
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2.2 S-Wave Scattering Length

For s-wave scattering, l = 0 and a number of the above equations can be simplified.

For example, Eq. (2.5) simplifies to

f(k) =
e2iδ0(k) − 1

2ik

= eiδ0(k) sin(δ0(k))

k
(2.6)

and the differential cross section (2.1) becomes

dσ

dΩ
=

∣∣∣∣
sin δ0

k

∣∣∣∣
2

. (2.7)

The total cross section, found by integrating the differential cross section over all

solid angles, is

σ =

∫
dΩ

dσ

dΩ
=

∣∣∣∣
sin δ0

k

∣∣∣∣
2 ∫

dΩ = 4π
sin2 δ0

k2
. (2.8)

Note that, according to this equation, the maximum cross section for a collision

with relative momentum h̄k is 4π/k2. This is known as the unitarity limit to the

cross section, and arises from the optical theorem.

It turns out that, at these low energies, tan δ0(k) ∝ k for many potentials [45].

The scattering length a [46] is defined as

a ≡ − lim
k→0

tan δ0(k)

k
. (2.9)
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Once this definition is made, the scattering amplitude at low energies becomes

lim
k→0

f(k) = lim
k→0

sin δ0(k)

k
= lim

k→0

tan δ0(k)

k
= −a. (2.10)

The cross section in this limit can be found by using (2.9) and some trigonometric

identities:

sin2 δ0(k) = 1− cos2 δ0(k)

= 1− 1

sec2 δ0(k)

= 1− 1

1 + tan2 δ0(k)

=
tan2 δ0(k)

1 + tan2 δ0(k)

=
k2a2

1 + k2a2
. (2.11)

Substituting this into (2.8) gives the total cross section as

σ =
4πa2

1 + k2a2

=
k→0

4πa2. (2.12)

The scattering length thus parameterizes collisions at low energy.

There is one more salient fact about the scattering length which bears noting:

in general, its sign indicates whether the associated effective potential is attractive

or repulsive. Neutral atoms colliding at low temperatures experience an effective

delta-function contact potential [26] of

Veff (r) =
4πh̄2a

M
δ(r). (2.13)
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Figure 2.1: The triplet and singlet molecular potentials for two 6Li atoms under-
going an s-wave collision.

From this we see that a > 0 for a repulsive potential, while for an attractive potential

a < 0.

There are two 6Li scattering lengths, one for each of the possible s-wave collision

potentials. Two 6Li atoms undergoing an s-wave collision can approach each other

along a singlet potential Vs(r) if their valence electron spins combine to form a

singlet spin state; otherwise, the two atoms will experience a triplet potential VT (r).

Figure 2.1 shows the two molecular potentials.2

The scattering lengths can be found by numerically determining the phase shift

δ0 of the asymptotic wave function in the potentials’ presence, as is done in [26],

and then applying that phase shift to (2.9). The 6Li scattering length for the singlet

potential is as = 38.75a0, where a0 is the Bohr radius. For the triplet potential, the

2The potentials were constructed from several different sources [47, 48, 49, 50, 51, 52, 53, 54] by
Ken O’Hara [26].
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scattering length is at = −2240a0.

2.3 Magnetic Tuning of the Scattering Length

Elastic collisions are governed by the interaction between the two colliding atoms.

These interactions can be altered by application of a magnetic field, which modifies

the energy levels of each atom via the Zeeman effect. Doing so alters the collisional

properties of the atoms and thus the scattering length. In effect magnetic fields

provide a way of tuning the value of the scattering length.

For an ultracold alkali atom in the ground state, the internal Hamiltonian of an

atom in a magnetic field B is a combination of the hyperfine interaction and the

Zeeman interaction:

Hint =
ahf

h̄2 se · in +

(
2µe

h̄
se − µn

h̄
in

)
·B, (2.14)

where ahf is the hyperfine constant for the atom, µe and µn are respectively the

electron and nuclear magnetic moments, se is the electron spin and in the nuclear

spin. As B is varied, the last term in the Hamiltonian will change, leading to

changes in the scattering length. Section 2.6 lists the eigenstates of (2.14) for 6Li.

Physically this change arises due to the hyperfine interaction varying the ad-

mixture of molecular singlet and triplet potentials two 6Li atoms experience during

an s-wave collision. The particular combination of the potentials will determine the

scattering length, and this combination will vary as the magnetic field varies.

Calculating the changes in the scattering length is computationally non-trivial.

The rigorous approach is to use a coupled-channel formalism [55]. Roughly speaking,

a channel is one possible pair of states for the two colliding atoms, either before
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or after the collision. Channel eigenstates are often written as |{α, β}±〉3, where

this state asymptotically becomes the states |α〉 and |β〉 (the eigenstates of (2.14))

for the two atoms when separated by very large distances. The scattering wave

function Ψ for fermions can then be expanded in this channel-state basis as

Ψ =
∑

{α,β}
ψ{α,β}(r) |{α, β}−〉 . (2.15)

Substituting this state into the Schrödinger equation leads to a set of coupled dif-

ferential equations. Physically the coupled equations correspond to only a given

subset of post-collision channels (called exit channels) being accessible from a given

pre-collision (or entrance) channel. A channel is accessible, or open, if the relative

kinetic energy between the two atoms in that channel is positive at a given total

energy; otherwise, the channel is closed. A coupled-channel calculation gives the

coupling between entrance and exit channels and the strength of those couplings,

and as an added bonus gives the magnetic-field-dependent form of the scattering

length. In some cases a full-blown coupled-channel calculation is not necessary, as

approximations such as the Asymptotic Boundary Condition approximation [56,26]

can be used.

Knowing how the scattering length varies with magnetic field is important.

Many experiments with degenerate fermionic gases are predicated on the ability

to control interactions by magnetically tuning the scattering length. For the pur-

pose of the experiments described in this dissertation, the scattering length tuning

given in Ref. [56] is sufficient.

3The ± indicates the symmetry of the two colliding atoms. Symmetric combinations are indi-
cated by +; antisymmetric, by −. For fermions, the wave functions must be antisymmetric.
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Figure 2.2: An example of (a) a shape resonance and (b) a Feshbach resonance. In
the shape resonance the quasibound state (whose energy is represented by a dashed
straight line) is due to the potential barrier, and is of the same internal state as
that of the incoming particle. In the Feshbach resonance the bound state is that of
a molecule (dashed curve), making it a different internal state than the incoming
channel (solid curve). The incident particle energy Einc in (b) is the same as that
of one of the molecular bound states.

2.4 Feshbach Resonances

Changes to the scattering length through magnetic fields are limited, for the most

part. The s-wave scattering length depends only weakly on magnetic field strength—

except near a resonance.

There are two types of collision resonances: shape (or potential) resonances and

Feshbach resonances. Both resonances occur when an incoming open channel has

the same energy as a bound or quasibound state. In shape resonances the closed

quasibound state is formed by a potential barrier and involves the same internal

state of the system as the incoming channel. In Feshbach resonances the closed

bound state is a molecular one, and therefore involves a different internal state

than that of the incoming channel.

Physically, Feshbach resonances occur at specific values of the magnetic field

B because the free state of the incoming channel and the molecular state of the
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Figure 2.3: The dispersive behavior of the s-wave scattering length as near a
Feshbach resonance.

closed channel have different magnetic moments, causing their energies to shift at

different rates as B is changed. Near a Feshbach resonance, the s-wave scattering

length varies dispersively [57]:

a = ai

(
1− ∆

B −B0

)
, (2.16)

where ai is the scattering length away from the resonance, B0 is the value of the

magnetic field at which the resonance occurs, and ∆ is the width of the resonance.

In theory, the scattering length near a resonance varies over the range ±∞. In

practice this full range cannot be achieved, as the cross section is unitarity limited

to 4π/k2.

While our experiments do not yet employ a Feshbach resonance, the existence of

such a resonance was an important consideration when Mike Gehm and I chose our

two-state mixture of 6Li. As will be explained in Section 2.6, we chose a mixture

which exhibits a Feshbach resonance at ∼ 850 G. Similarly, one of the most exciting

future experiments involving our degenerate gas of 6Li is the observation of Fermi
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superfluidity, which may require use of a Feshbach resonance. Though superfluidity

is not directly a part of my dissertation work, it informed many of our experimental

choices and is thus worth exploring briefly.

2.5 Fermi Superfluidity

The ability to tune atomic interactions using magnetic fields, coupled with the

large range of scattering lengths available through Feshbach resonances, make many

experiments possible. One such possible experiment is the creation of a fermionic

superfluid. Two possible mechanisms for fermionic superfluidity exist. One is the

formation of Cooper pairs mediated by a weak interaction, as described by the

theory of Bardeen, Cooper, and Schrieffer. The other is creation of a resonance

superfluid through strong interactions between fermions. To date no experimental

group has achieved superfluidity in a dilute neutral gas of fermions.

2.5.1 Cooper Pairing

Bosons and fermions behave very differently in the quantum degenerate regime.

Bosons undergo a phase transition, becoming a superfluid. Fermions have no such

phase transition. However, any given bosonic atom is comprised of electrons, pro-

tons, and neutrons—all of which have a spin of 1/2 and are thus fermions. Given

that bosons are fundamentally comprised of fermions, it is not unreasonable to

imagine combining two degenerate fermions through strong interactions to create a

composite boson which would then Bose-condense.

Many attempts were made to explain superconductivity using this theory [58],

since superconductivity consists of electrons, which are fermions, behaving as if
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Figure 2.4: Formation of a Cooper pair between two atoms of opposite spin and
momentum. The distance between the two atoms in the pair is greater than the
interatomic spacing. The arrows on the atoms indicate direction of their spin.

they are part of a superfluid. Bardeen, Cooper, and Schrieffer were able to show

that superconductivity instead resulted from a different mechanism. The fermions

do not become tightly-bound composite bosons which then form a BEC, in which

bosons are strongly coupled. Instead, two fermions which are widely separated in

space form pairs via a weak attractive interaction; those pairs then condense into a

single quantum state. These pairs are created near the Fermi surface. In the case

of electrons, the necessary attractive interaction takes the form of electron-phonon

interactions, causing two states of opposite momentum and spin to form pairs [59].

It seems counterintuitive that Cooper pairs would form at all, given how weak

the attractive forces involved are.4 Were one to isolate two particles from the rest of

the sample, the probability of them binding via the given attractive forces is nearly

4In dilute alkali gases it is possible to utilize a Feshbach resonance and thus increase the
interaction strength until the attractive forces are no longer weak. In this case the gas begins to
take on the characteristics of a BEC, and BCS theory no longer applies. This will be discussed in
Section 2.5.2.
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zero. It is other fermions in the system that make Cooper pairing not only possible

but probable [60]. The interaction of two particles near the Fermi surface is radically

altered by the presence of the other fermions through the Pauli exclusion principle.

The net result is that bound states can exist no matter how weak the attractive

interaction. In addition, the presence of the other fermions causes the Cooper pairs

to form near the Fermi surface: below the surface, there are few unoccupied states

for two fermions to scatter into in the process of forming a Cooper pair.

Though similar to diatomic molecules, Cooper pairs have striking differences.

Any two fermions can form a Cooper pair, as long as they have approximately the

same Fermi momentum [60]. The particles do not have to be identical, or even need

to have the same mass. The distance between atoms in a Cooper pair is much larger

than the mean distance between two adjacent particles.

Since a Cooper pair is made of two fermions, its wave function must be anti-

symmetric under the exchange of particles, so that ψ1,2 = −ψ2,1. This must be

satisfied by the appropriate choice of the particles’ relative angular momentum and

spin states. For a one-state gas of fermions, s-wave interactions are not allowed and

Cooper pairs must form via p-wave interactions. If two spin states of a fermionic

gas are trapped, then s-wave interactions will dominate the pairing (since d-wave

interactions are rare at such cold temperatures).

The critical temperature Tc at which the superfluid phase transition occurs dif-

fers depending on the number of fermionic states involved. For a single-component

spin-polarized gas, which contains only one fermionic state, the critical temperature

in terms of the Fermi temperature is [15]

Tc

TF

' exp

{
− π

2(kF |ap|)3

}
, (2.17)
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where TF is the Fermi temperature, kF is the Fermi wavenumber, and ap is the

p-wave analogue of the s-wave scattering length. Unfortunately, this value of Tc

for 6Li is ridiculously low, as for 6Li at densities of n = 1012 cm−3, TF ' 600 nK

and kF |ap| ' 7×10−3. The resulting critical temperature of Tc ' 10−1988887TF is

unachievable by experimental techniques.

The critical temperature can be increased by trapping two states. If the two

states have a positive s-wave scattering length as, their interaction is repulsive;

however, Cooper pairs can still form. Two atoms in the same hyperfine state can

interact via phonons in the density of atoms in the other hyperfine state, causing

an attractive triplet p pairing [61]. In this case the critical temperature is

Tc

TF

' exp

{
−13

(
π

2kF |as|
)2

}
. (2.18)

This value for the critical temperature is higher than that given by Eq. (2.17), but

still experimentally infeasible. For n = 1012 cm−3 in each spin state, kF |as| ' 0.43,

leading to a critical temperature of Tc ' 10−76TF .

Should the s-wave scattering length be negative and the interaction thus attrac-

tive, the critical temperature is higher still [60]:

Tc

TF

' exp

{
− π

2kF |as|
}

. (2.19)

The critical temperatures for a two-state Fermi gas with an attractive s-wave in-

teraction is much higher than in the previous two cases, especially given the large

and negative s-wave scattering length of 6Li. Critical temperatures that are equal

to a few percent of TF can be achieved. For n = 1012 cm−3 in each spin state,

kF |as| ' 0.43, giving a critical temperature of Tc ' .025TF .
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2.5.2 Resonance Superfluidity

A glance at Eq. (2.19) suggests that one way of increasing the critical temperature

is to increase as. Doing so could potentially bring the critical temperature much

closer to the Fermi temperature. One method of increasing as is to utilize Feshbach

resonances, as discussed in Section 2.4. If as becomes large, the system moves out

of the regime in which BCS theory, which requires weak coupling, is valid.

BCS superfluids and Bose-Einstein condensates are to a certain extent at op-

posite ends of a continuous spectrum. BCS superfluids form in systems with weak

attractive interactions between composite Fermi pairs, while BECs form from bosons

whose composite fermions are tightly bound. Early work by Leggett [60] showed

that a fermionic superfluid should move smoothly from a BCS superfluid to a BEC

of diatomic molecules as as is varied. In further extensions to Leggett’s early work,

Randeira [62] also found that a BCS superfluid should become a BEC of strongly-

bound fermions with no phase transition from one to the other. Randeira concluded

his paper by saying,

[T]he problem of the crossover from BCS theory to Bose-Einstein con-

densation is a very rich one, and there are possibly new surprises in the

intermediate coupling regime that we have yet to uncover.

Degenerate alkali gases are a promising system for studying this transition, as

their interactions can be tuned over a wide range. Holland et al. [16] have recently

developed a theory for fermionic superfluids in the strong-coupling regime where

BCS theory no longer holds, a state which they call “resonance superfluidity.” They

have applied this theory to the two lowest ground states of 6Li and have found that

Tc ' 0.5TF near the Feshbach resonance at ∼ 850 G [63], a temperature which is well
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Figure 2.5: The six hyperfine ground states of 6Li and how their energy changes
in a magnetic field.

within our experimental reach. If this prediction holds, such a resonant superfluid

would have the highest value of Tc/TF ever seen in a fermionic superfluid.

2.6 States of 6Li Used in the Experiment

6Li has one single valence electron with spin se = 1/2 and a nuclear spin of in = 1.

The two spins are coupled through the hyperfine interaction (a magnetic dipole

interaction), resulting in six internal ground states. In an external magnetic field

B, both spins couple to the field. The resulting internal Hamiltonian is given in

(2.14). In the absence of a magnetic field, the Hamiltonian is diagonal in the |f,mf〉
basis, where f = se + in and mf is the projection of f along the ẑ axis. The two

eigenstates are |f = 3/2,mf = ±3/2,±1/2〉 and |f = 1/2,mf = ±1/2〉. The energies of

these two states are E3/2 = ahf/2 and E1/2 = −ahf , respectively, leading to a zero-

field ground-state splitting of Ehf = 3ahf/2, where Ehf/h = 228.2 MHz.
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In the presence of a magnetic field the six eigenstates, labeled |1〉 − |6〉 in order

of increasing energy, are superpositions of the product states |ms,mi〉, where ms

and mi are the ẑ-axis projections of se and in, respectively. The eigenstates are [56]

|1〉 = sin θ+ |1/2, 0〉 − cos θ+ |−1/2, 1〉

|2〉 = sin θ− |1/2,−1〉 − cos θ− |−1/2, 0〉

|3〉 = |−1/2,−1〉

|4〉 = cos θ− |1/2,−1〉+ sin θ− |−1/2, 0〉

|5〉 = cos θ+ |1/2, 0〉+ sin θ+ |−1/2, 1〉

|6〉 = |1/2, 1〉 , (2.20)

where

sin θ± =
1√

1 + 1/2(Z± + R±)2
,

Z± =
µn + 2µe

ahf

B ± 1

2
,

R± =
√

(Z±)2 + 2, (2.21)

and cos θ± is related to sin θ± through the usual trigonometric identities. Each

superposition of |ms,mi〉 states involved in a given eigenstate has the same value

for mf = mi + ms. Figure 2.5 shows how the energies of these six eigenstates vary

with magnetic field.

To prevent exothermic inelastic collisions, we trap and cool a mixture of the |1〉
and |2〉 states. Those states are the ones with the least energy, and spin-exchange s-

wave collisions resulting in both atoms in the |1〉 state are forbidden by the exclusion

principle. Spin-exchange collisions resulting in atoms being transferred to any of the
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Figure 2.6: How the scattering length a12 for the states |1〉 and |2〉 varies with
magnetic field, from Ref. [56]. The divergences in the scattering length at ∼ 850G
and at ∼ 20000G.

other eigenstates require at least 10mK of energy, more than is available at our low

experimental temperatures. Figure 2.6 shows the scattering length a12 for these two

states as a function of magnetic field, taken from Ref. [56]. At B = 0 the scattering

length is zero,5 indicating that we must apply a magnetic field when evaporatively

cooling atoms in these two states. This is a useful feature, as interactions, and thus

evaporative cooling, can effectively be turned off by removal of the magnetic field.

At B = 0.085 T and again at B = 2 T there are Feshbach resonances, providing the

tantalizing possibility of observing resonance superfluidity in a |1〉 − |2〉 mixture.

In summary, we have briefly reviewed the theory behind elastic scattering at cold

temperatures and shown how such scattering can potentially lead to the formation

of both a traditional BCS superfluid and a resonant superfluid. The two states of 6Li

best suited for our experiments have also been chosen. Having laid this groundwork,

I will now turn to our optical trap, with which we trap a two-state mixture of 6Li

5This is, as far as we can determine, due solely to accidental interferences.
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and cool it to degeneracy.



Chapter 3

Optical Trapping

One motif in the cooling of fermions to degeneracy is the usefulness of doing so

using a two-state mixture rather than a gas in which all of the fermions are in a

single hyperfine state, as the latter is non-interacting at low temperatures. While

a single-state gas of fermions may be cooled evaporatively through sympathetic

cooling, evaporative cooling of a two-state mixture is easier. Sympathetic cooling

requires that both bosonic and fermionic isotopes be confined together, which in

turn requires a more complex experimental setup. Many experiments involving

degenerate fermions, such as studies of the damping of collective oscillations and

exploration of superfluidity, require a two-state mixture. One difficulty with trap-

ping two states is that the states may have inelastic collisions, in which one or both

atoms undergo a change of internal state and, in doing so, release enough energy to

escape the trap. Such collisions in 6Li can be avoided by trapping the two hyperfine

states with the lowest energy; in that case, since the dominant collisions will be

s-wave ones, the Pauli exclusion principle will prevent the atoms from decaying into

the single lowest-energy state. The only possible changes in atomic internal state

will then be to a higher-energy state, and require more energy than the atoms have

at low temperature. The two lowest-energy hyperfine states are strong-magnetic-

field-seeking states, and cannot be trapped magnetically. They can be confined by

45
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an optical trap, however, as an optical trap provides a nearly state-independent

trapping potential. It is for these reasons that we have developed an ultrastable

optical trap using a commercial CO2 laser.

Before explaining our specific implementation of an optical trap, I will discuss the

physics behind optical trapping, beginning with a simple derivation of the optical

dipole potential. Noise in the lasers used to create optical traps severely limited

early optical trap lifetimes, as fluctuations in the laser intensity and variations in

the direction of the laser transferred energy to the trapped atoms and heated them

until they escaped the trap in just a few seconds. I will discuss both of these forms

of noise and how our optical trap has a lifetime of hundreds of seconds, thanks

to careful control of laser intensity and direction. While we custom-built a CO2

laser specifically to minimize potential noise sources and performed a number of

early experiments using it [24, 64], in 2001 we found a commercial CO2 laser with

noise characteristics that made it sufficiently quiet for our needs. The details of this

commercial laser will be explained. Following that, I will explain the setup used

in our experiments, from the vacuum system and the MOT which serves as our

precooling trap to the arrangement of lenses and mirrors used with our CO2 laser.

3.1 The Physics of Optical Trapping

A tightly-focused Gaussian beam tuned well below resonance was one of the first

proposed atomic traps [65]. Such a beam would induce an electric dipole in atoms,

then confine the atoms via interactions between the induced dipole and the laser

beam field. Conceptually, the physics is simple: the beam’s electric field induces a

dipole, as the protons and the electrons which surround them are pulled in opposite

directions. The scalar polarizability of an atom αP is a measure of how large a dipole
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E
a b

Figure 3.1: An electric field E induces a dipole in two atoms. Atom a has a
positive polarizability, and will be attracted to regions of strong intensity, while
atom b has a negative polarizability and will be repelled from the same region.

d will be induced for a given electric field, as given by d = αPE. The induced dipole

will then interact with the atom’s electric field, giving rise to a potential

U = −1

2
d · E = −1

2
αPE · E. (3.1)

The factor of 1/2 arises from the dipole being induced rather than permanent, and

the bar over the dot product indicates that it is to be averaged over several optical

cycles. Taking the time average of the dot product gives

U = −1

4
αP |E |2 = −2π

c
αP I, (3.2)

where E is the slowly-varying amplitude of E, c is the speed of light, and I is the

intensity of the electric field, given by E2 = 8πI/c. From this we see that the

electric dipole potential will be attractive or repulsive depending on the sign of αP .

Atoms with a positive polarizability will be attracted to regions of high intensity,

while atoms with a negative polarizability will be repelled from the same regions.

The polarizability will be positive if the driving electric field’s frequency is less

than that of the atomic transition to an excited state, as can be demonstrated with
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a simple physical picture of atomic polarizability. Consider the atom as having

two energy levels, and its electron of mass me as being harmonically bound with

an eigenfrequency of ω0, the transition frequency between the ground and excited

states. This electron is then driven by a sinusoidally-varying electric field. The

electron will obey the equation of motion for a driven harmonic oscillator,

ẍ + ω2
0x =

eE(t)

me

. (3.3)

The particular solution to this differential equation is

x(t) =
e

me

1

ω2
0 − ω2

E(t). (3.4)

The dipole induced by this motion is d = ex. However, the induced dipole is also

by definition equal to αPE, so that the polarizability is

αp = e
x

E
=

e2

me

1

ω2
0 − ω2

. (3.5)

If the laser field’s frequency is less than ω0, then αP is positive and the dipole

oscillates in phase with the electric field, making the atom attracted to regions of

high intensity. If ω > ω0 then αP < 0, the dipole oscillates 180◦ out of phase with

the electric field and the atom is repelled from regions of high intensity. Thus laser

beams which are red-detuned from an atom’s optical transition will serve to attract

that atom.

A focused Gaussian beam can provide the necessary spatial variation in the po-

tential U to confine atoms. The intensity of a focused Gaussian beam in cylindrical
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coordinates is

I(r, z, φ) =
I0

1 + (z/z0)2
exp(−2r2/r2

0), (3.6)

where z is taken to be the direction of the beam’s propagation. I0 is the beam’s

peak intensity, z0 = πa2/λ is its Rayleigh length, r0 is the 1/e2 intensity radius, and

λ is the wavelength of light. This intensity results in an electric dipole potential of

U(r, z, φ) = − U0

1 + (z/z0)2
exp(−2r2/r2

0), (3.7)

where U0, the well depth of the potential, is equal to (2παP /c)I0. This potential in

turn gives rise to a force

F(r, z, φ) = − U0

1 + (z/z0)2

(
2z/z0

1 + (z/z0)2
ẑ +

4r

r2
0

r̂

)
exp(−2r2/r2

0). (3.8)

As with many potentials, the one from Eq. (3.7) is approximately harmonic

near its center, which corresponds to the beam’s focus. Expanding this potential

for small values of z/z0 and r/a results in

U(r, z, φ) =
r¿r0,z¿z0

−U0 +
U0

z2
0

z2 +
2U0

r2
0

r2. (3.9)

Ultracold atoms will be confined near the focus and thus experience this anisotropic

harmonic potential. We can define oscillation frequencies for this potential, such

that Eq. (3.9) becomes

U(r, z, φ) = −U0 +
1

2
Mω2

zz
2 +

1

2
Mω2

rr
2, (3.10)

where M is the mass of the atoms. Comparing the two equations shows that the
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oscillation frequencies for atoms at the focus of a Gaussian beam will be

ωz =

√
2U0

Mz2
0

ωr =

√
4U0

Mr2
0

. (3.11)

The actual value of the polarizability αP can be found using a semiclassical

two-level approach in which the atom is coupled to a classical electric field by the

electric dipole interaction µ ·E [26]. This approach yields the expectation value of

the dipole operator 〈µ〉 = αPE and thus the polarization:

αP =
µ2

eg

h̄

(
1

ω0 − ω
+

1

ω0 + ω

)

=
2ω0µ

2
eg

h̄(ω2
0 − ω2)

, (3.12)

where µeg = 〈e|µ|g〉 is the dipole matrix element for the ground and excited state.

Note that (3.12) has the same form as (3.5).

Near resonance, these results should reproduce the standard Rabi oscillation

results [66], as I will show. Equation (3.12) can be simplified in the case that the

laser field detuning ∆ = ω0 − ω is small enough that |∆| ¿ ω0. In this limit we

can make the rotating-wave approximation and neglect the counter-rotating term

1/(ω0 + ω), which is by far the smaller of the two terms. The polarization is then

simply

αP =
µ2

eg

h̄

1

ω0 − ω
=

µ2
eg

h̄∆
. (3.13)

The dipole potential from (3.2) is then

U = −µ2
egE2

4h̄∆
= − h̄Ω2

4∆
, (3.14)
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where Ω = µegE/h̄ is the Rabi oscillation frequency. These results also simplify in

the opposite limit of large detuning, as will be later shown.

One problem that limits the temperature of atoms confined in a MOT is heating

due to the scattering of photons from the atoms. Given the cold temperatures we

wish to achieve in an optical trap, it is important to minimize the scattering rate.

The scattering rate is linked to the rate at which the oscillating dipole of the atom

radiates energy, which is given by the Larmor power formula

P =
2

3

d̈2

c3
=

1

3c3
ω4α2

PE2. (3.15)

The rate at which photons are scattered is then

Γsc =
P

h̄ω
=

σsI0

h̄ck
, (3.16)

where σs is the scattering cross section

σs =
8π

3
α2

P k4. (3.17)

The scattering rate gives rise to a recoil heating rate Q̇r that is given by the rate

at which photons are scattered times twice the energy of each photon,

Q̇r = Γsc
(h̄k)2

M
(3.18)

In the limit of small detuning, (3.13) and (3.14) can be substituted into the above

two equations, giving

Γsc =
µ4

egk
3

3h̄3∆2
E2 =

4ω3
0µ

2
eg

3h̄c3

(
ω

ω0

)3
Ω2

4∆2
' ΓΩ2

4∆2
, (3.19)
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where I have used ω = ck and the approximation that, in this limit, ω/ω0 ' 1.

Γ ≡ 1

τspont

=
4ω3

0µ
2
eg

3h̄c3
(3.20)

is the Einstein A coefficient, which determines the rate of spontaneous emission;

τspont is the spontaneous lifetime. In terms of the well depth U0, the scattering rate

is

Γsc =
Γ

h̄∆
U0. (3.21)

Since Ω2 ∝ I0, (3.14) and (3.19) show that it is possible to decrease the scat-

tering rate without losing well depth. From those two equations, the well depth is

proportional to I0/∆ and the scattering rate is proportional to I0/∆
2. Detuning

the trap laser further from resonance and proportionately increasing the intensity

of that laser serves to decrease the scattering rate without reducing the well depth.

If the detuning is increased dramatically in an effort to limit optical heating by

photon scattering, as is done in far-off-resonance traps (FORTs) [21, 67, 68],1 the

above equations no longer hold, as the rotating wave approximation is invalid [69].

However, the polarizability in the limit limit of large detuning and low frequency

(ω ¿ ω0) becomes

αP = αs
1

1− ω2/ω2
0

' αs (3.22)

where

αs = 2µ2
eg/h̄ω0 =

3c3

2ω4
0τspont

(3.23)

is the static polarizability of the two-level atom [69, 21]. (For the ground state of

6Li, αs = 24.3×10−24 cm3 [70].) This means that the dipole interaction with the

1In some references, such as [69], these traps are called QUESTs—quasi-electrostatic traps.
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oscillating field of the laser can be taken to be that of a dipole interacting with a

static field of strength E . The dipole potential then becomes

U = −1

4
αsE2 = −2π

c
αsI, (3.24)

which is the same as (3.2) with αP replaced by αs. The maximum depth of this

potential is U0 = 2παsI0/c.

Similarly, the scattering cross section in this limit is the same as in (3.17) with

the replacement of αp by αs:

σs =
8π

3
α2

sk
4. (3.25)

We can then substitute this value of σs, αs = 2µ2
eg/h̄ω0, and U0 into (3.16), giving

the scattering rate in this limit as

Γsc =
2Γ

h̄ω0

(
ω

ω0

)3

U0. (3.26)

The photon scattering rate is less than that predicted in (3.21) by a factor of

2(ω/ω0)
3∆/ω0.

To give some representative numbers, our optical trap is formed by a 65W CO2

laser beam with a wavelength of 10.6 µm which is focused to a spot with a 1/e2

intensity radius of r0 = 47 µm. The resulting peak intensity is I0 = 2P/πa2 =

1.9 MW/cm2, yielding a well depth of U0 = 690 µK and an optical scattering rate

from (3.26) of two photons per hour. The associated recoil heating rate is only

Γsc(h̄k)2/M = 16 pK/sec. The ω3 scaling of Γsc lowers the scattering rate of CO2

laser traps by three orders of magnitude, and the heating rate by five orders of

magnitude, as compared to those of lasers whose frequencies are closer to the visible

spectrum.
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3.2 Noise and Optical Traps

Optical traps may produce very small optical-scattering heating rates when they

are far-detuned from resonance, but in early experiments they suffered from unex-

pected and unexplained heating rates. For example, Adams et al. [20] found that

their optical trap’s lifetime decreased as they increased their laser’s intensity. They

measured a 1/e trap lifetime of 2.7 s; at low intensities, the trap lifetime was ex-

pected to be dominated by collisions between the trapped atoms and background

gas atoms, giving an extrapolated trap lifetime of 14 s. However,

The lifetime data...were found to vary inversely with the trapping in-

tensity and to be independent of the initial atomic number and density.

At present we have no consistent explanation for the observed intensity

and density dependence of the trap loss.

To avoid this problem, some groups used lasers detuned to the blue of resonance,

which repel atoms. Atoms can be confined by using several sheets of blue-detuned

light to form walls; since this light repels atoms, they should spend less time in

regions of high intensity and thus hopefully experience less heating. However, as

Lee et al. found [19], even these blue-detuned traps produced unexplained heating

rates. In their experiments, trap lifetime was independent of background pressure

from 7×10−11 Torr to 2×10−11 Torr, and in this region appeared to be limited by a

heating rate nearly thirty times greater than that produced by optical scattering.

Two years later, in 1997, these heating rates were still unexplained. In their

article reviewing laser cooling and trapping [37], C. S. Adams and E. Riis stated

that the lifetime of optical traps tended to “saturate at a few seconds due to other

possible heating mechanisms.” One of these possible heating mechanisms is noise
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caused by fluctuations of the trapping laser. Changes in the laser intensity and

position can give rise to nontrivial heating rates, as shown by Tom Savard et al. [38].

3.2.1 Intensity Noise

Near the bottom of a trap formed by a Gaussian beam, atoms experience a har-

monic potential, as shown in Section 3.1. If the intensity of this Gaussian beam

fluctuates, atoms in that harmonic potential will be heated exponentially. To see

why, consider one of the trap frequencies from Eq. (3.11), which I will call ωtr. The

model Hamiltonian for an atom of mass M in the harmonic potential will be

H =
p2

2M
+

1

2
Mω2

trx
2. (3.27)

However, ω2
tr ∝ U0 ∝ I0, where I0 is the time-averaged intensity of the laser beam.

If the laser intensity fluctuates, it will change the value of ω2
tr. This modifies the

Hamiltonian:

H =
p2

2M
+

1

2
Mω2

tr[1 + ε(t)]x2, (3.28)

where ε(t) is the fractional fluctuation of the laser intensity in terms of I0:

ε(t) =
I(t)− I0

I0

. (3.29)

The correlation function for the intensity fluctuations is then

〈ε(t)ε(t + τ)〉 =
1

T

∫ T

0

dt ε(t)ε(t + τ). (3.30)
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U

x

Figure 3.2: Noise in the intensity of the laser causes fluctuations in the trap spring
constant. This leads to parametric heating of the trapped atoms.

Given this correlation function, the one-sided power spectrum for the fractional

intensity noise will be

Sε(ω) =
2

π

∫ ∞

0

dτ cos ωτ 〈ε(t)ε(t + τ)〉 . (3.31)

The heating rate due to intensity fluctuations can be found via first-order time-

dependent perturbation theory [38], and is

d 〈E〉
dt

= Γint 〈E〉 , (3.32)

indicating that exponential heating occurs. 〈E〉 is the average energy of the trapped

atoms, and the rate constant Γint in terms of the trap oscillation frequency in Hz

νtr = ωtr/2π is

Γint = π2ν2
trSε(2νtr). (3.33)

Since the rate constant depends on ν2
tr, it is dependent on the intensity of the

trapping beam. The dependence of Γint on the noise power spectrum at twice the

trap oscillation frequency indicates that it is a parametric process.
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Physically, fluctuations in intensity serve to change the trap’s depth. From

(3.11) we see that oscillation frequencies, and thus the spring constants of the

harmonic trap, depend on U0. Fluctuations in U0 change the trap spring constant;

fluctuations in the spring constant produce heating. The parametric nature of the

heating arises because atoms interact with the sides of the potential twice per cycle.

The fluctuations in force that the atoms experience will be εkx, where k is the trap’s

spring constant and x the atom’s distance from the trap center. As atoms heat and

move up in the potential, they stray farther and farther from the center. The

resulting increase in x leads to ever-larger force fluctuations and, since heating is

proportional to the mean square force fluctuation (εkx)2 and x2 ∝ E, exponential

heating.

3.2.2 Position Noise

Fluctuations in the laser beam’s position alter the value of x from (3.27). If we now

take ε(t) to be equal to εx(t), the fluctuation in the position of the trap’s center,

then the Hamiltonian of the system is

H =
p2

2M
+

1

2
Mω2

tr[x− εx(t)]
2. (3.34)

The one-sided power spectrum of position noise Sx(ωtr) can be defined analogously

to (3.31). Applying first-order time-dependent perturbation theory gives the heating

rate as [38]

〈Ė〉 =
π

2
Mω4

trSx(ωtr). (3.35)

The heating due to position noise is independent of energy, unlike that due to

intensity noise, and depends on the position noise spectrum at a given frequency
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U

x

Figure 3.3: Position noise moves the trap from side to side, shaking the atoms and
heating them.

ωtr.

The change in position moves the trap from side to side, shaking the atoms

like marbles in a bowl. This pushes the center of mass of the trapped atoms;

anharmonicities in the trap convert this center-of-mass motion into motion relative

to the center of mass, transferring energy to the atoms and heating them until they

are able to escape the trap.

3.3 A Quiet Commercial CO2 Laser

To address the twin requirements of large detuning and high stability, our group

decided to use a CO2 laser. CO2 lasers operate at a wavelength of 10.6 µm, while

the resonant transition for 6Li occurs at 671 nm. The resulting red detuning of

ω/ω0 = 1/15.8 is well into the regime where the electrostatic limit holds and the

induced dipoles can be viewed as interacting with a static field. CO2 lasers are also

very stable when well designed, and can produce the high intensities required to

offset the large detuning.

Our initial experiments employed a custom-built CO2 laser, as we were unable
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to find a commercial one which would meet our stringent noise requirements. This

laser’s construction was detailed in [26]. With that laser, we were able to achieve

trap lifetimes of 360 s and cool 15,000 atoms per state to a temperature of 2.4 µK

and a phase-space density of around 1.6×10−3. In 2001, we discovered a commercial

laser from Coherent-DEOS that potentially had noise specifications that rendered

it usable in a long-lifetime optical trap. We purchased one and determined that it

indeed met our noise requirements.2

The laser is an LC-100NV CO2 laser from Coherent-DEOS, and is rated to pro-

duce 100W of 10.6 µm light, though the one we purchased provides 140W of power.

The LC-100NV uses a sealed-tube rather than a flowing-gas design. The sealed-tube

design allows the CO2’s absorption line to be pressure-broadened, preventing the

power drifts we experienced with our home-built laser. The laser tube is excited

by an rf power supply. In the standard commercial configuration, the LC-100NV

includes an integrated DC power supply to power its rf supply; however, we had

Coherent-DEOS remove the integrated power supply. Instead we use a separate

Agilent 6573A DC power supply to produce the 50A of stable current that the rf

supply requires, in order to reduce potential noise in the laser. The LC-100NV rf

power supply can be pulse modulated, varying the laser’s power from a few watts

to its maximum 140W. Though the laser cannot be used for trapping while in pulse

modulation mode, the lower-powered beam can be used to align the experiment’s

optical setup more safely.

The laser head and rf power supply are cooled by a Thermo NESLAB Merlin M-

75 recirculating chiller. The M-75 is capable of removing 2410 W at a temperature

of 20 ◦C. We operate the M-75 at a temperature of 15 ◦C, where it can remove

2The details of the noise measurements will be presented later in the chapter.
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Diffractive
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Infrared
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Figure 3.4: The experimental setup used to measure both intensity and position
noise of the CO2 laser. The razor blade can be slid into the beam to make mea-
surements of the position noise of the laser.

∼2250W of power. The cooling liquid used is a mixture comprised of 75% distilled

water and 25% DOWFROST by volume. DOWFROST is a low-toxicity propylene

glycol fluid that includes corrosion inhibitors, a necessity in a closed-loop cooling

system such as that formed by the M-75 chiller and the LC-100NV laser. The

DOWFROST also serves to lower the mixture’s freezing point below 0 ◦C, though

we do not cool the mixture this much due to problems with water condensing from

the air onto the cooled equipment.

3.3.1 Measuring the Noise Spectra

To measure our laser’s intensity and position noise, we use a low-noise infrared

detector. Since the detector is incapable of absorbing the laser’s full 140W, only

a portion of the beam is directed into the detector. A diffractive beam sampler

deflects 0.25% of the laser power into a beam travelling at a 10.2◦ angle from the

primary beam. This deflected beam passes through two CaF2 attenuators, reducing

its power to ∼ 100 mW, and is then focused by a 2.5 in. focal-length plano-convex
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ZnSe lens onto the infrared detector. When measuring position noise, a razor blade

is placed so as to cover half of the detector; in this manner fluctuations in the beam

position become fluctuations in intensity.

The detector is a Boston Electronics PD-10.6-3 infrared detector. Its output is

fed into a Perry Electronics 481-1 low-noise preamplifier, and then into a Tektronix

TDS644B digital oscilloscope. The oscilloscope records V (t), the detector voltage

as a function of time; that function is then read by a computer program written in

LabView by Tom Savard. Using this data, the computer program calculates SV (ν),

the one-sided power spectrum of the voltage, as given by (3.31). Many such spectra

are recorded and averaged together to give the final power spectrum.

3.3.2 Intensity Noise

The CO2 laser’s intensity noise is measured without the razor blade (shown in

Figure 3.4) in place. The voltage power spectrum from the infrared detector is

recorded both with the laser beam incident on the detector and with the laser

beam blocked. The latter results in a voltage power spectrum that corresponds to

the electronic noise power spectrum of the detector, pre-amplifier, and oscilloscope.

Subtracting this from the spectrum obtained when the laser beam is not blocked

gives a voltage power spectrum SV (ν) which directly corresponds to the intensity

noise spectrum Sε(ν).

Two intensity noise power spectra are measured, one at low resolution over a

large frequency range, the other at high resolution over a smaller frequency range.

Figure 3.5 shows the low-resolution spectrum, while Figure 3.6 shows the high-

resolution one. For the low-resolution spectrum, data was recorded at 500,000

samples per second, giving a Nyquist frequency of 250 kHz. To prevent noise at
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Figure 3.5: The low-resolution intensity noise power spectrum for the DEOS LC-
100NV CO2 laser. The electronic noise power spectrum has been subtracted off to
arrive at this spectrum. At high frequencies, the noise due to the laser falls below
the electronic noise of the detector and thus detector sensitivity.
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Figure 3.6: The high-resolution intensity noise power spectrum for the DEOS LC-
100NV CO2 laser. The electronic noise power spectrum has been subtracted from
the recorded data to obtain this spectrum.

higher frequencies from being aliased into the recorded data, the signal from the

low-noise amplifier was passed through a 50 kHz (3-dB point) low-pass filter. Above

7 kHz, the laser intensity noise spectrum is comparable to the infrared detector’s

electronic noise.

The high-resolution spectrum was recorded at 25,000 samples per second, giving

a Nyquist frequency of 12.5 kHz. To prevent noise at higher frequencies from being

aliased into the recorded data, the signal from the low-noise amplifier was passed

through a 5 kHz (3-dB point) low-pass filter.

From these spectra, the exponential heating rate experienced by atoms near the

bottom of the trap can be calculated. As shown in Section 3.2.1, the average energy

of those atoms will increase according to 〈Ė〉 = Γint 〈E〉, where the rate constant

is given by (3.33). Figure 3.7 shows Γ−1
int as a function of trap frequency ν. The
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Figure 3.7: The predicted exponential heating time Γ−1
int due to intensity noise in

the CO2 laser. The missing sections of the graph indicate points where the measured
intensity noise was comparable to or less than the background electronic noise. The
main graph is the heating time based on the low-resolution data, while the inset
shows the heating time based on the high-resolution data.
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missing sections of the graph are where the intensity noise is comparable to the

electronic noise, so that when the electronic noise is subtracted from the measured

intensity noise, the result is negative, leading to a nonsensical value for Γ−1
int. At our

trap radial frequency of 6.6 kHz, Γ−1
int ' 23, 000 sec, which is large compared to our

trap lifetime of ' 350 sec.

3.3.3 Position Noise

In measuring the position noise of the CO2 laser, the razor blade from Figure 3.4 is

placed so that it covers half of the detector. This converts εx(t), the position noise

in the horizontal direction, to intensity noise: as the beam moves horizontally, the

total power reaching the detector will change as more or less of the beam is blocked

by the razor blade. (Power fluctuations are given by ∆P =
√

2P0εx(t)/(r0

√
π). r0

is the 1/e2 intensity radius of the Gaussian laser beam and P0 is the total power of

the unblocked beam.) In doing so, the intensity noise power spectrum then contains

contributions both from true position noise and from intensity noise. Subtracting

the intensity noise voltage power spectrum found in Section 3.3.2 from the power

spectrum measured with the razor blade in place gives S ′V (ν), the portion of the

voltage power spectrum due solely to fluctuations in the position of the beam. The

one sided power spectrum of the position fluctuations Sx(ν) is then given by

Sx(ν) =
π

2
r2
0 S ′ε(ν), (3.36)

where

S ′ε(ν) =
1

4
S ′V (ν). (3.37)
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Figure 3.8: Fractional voltage fluctuations with and without the razor blade. The
lighter grey trace is with the razor blade; the darker, without. The inset shows the
same two traces from 0 Hz to 250 Hz.

The factor of 1/4 arises from the incident intensity being equal to I0/2 due to half

of the beam being obstructed by the razor blade.

Figure 3.8 compares intensity noise measured with the razor blade removed to

that measured with the razor blade blocking half of the detector. The lighter grey

trace is the intensity noise as measured with the razor blade in place. As can be

seen, the two are virtually identical, indicating that the position noise is less than

can be measured with the equipment.

3.4 First-Stage Trapping Apparatus

If one’s goal is to study a degenerate gas of fermions, an ultrastable laser is of little

use by itself. A source of atoms is required before trapping and cooling experiments

can be carried out. The use of an optical trap requires a source of cold atoms, as
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optical traps are not very deep. The trap depth of our CO2 laser trap is 690 µK,

equivalent to a 6Li thermal speed of 1.4m/s, while the atoms emerging from our

atomic slower are travelling at 40m/s [71]. Moreover, optical traps form a conser-

vative potential, so that any atom which enters the trap will have enough energy

to escape again. Optical traps must be loaded by a trap which is not conservative,

such as a magneto-optical trap (MOT).

This section presents the apparatus used to prepare atoms for loading into our

CO2 laser trap. Our ultra high vacuum (UHV) system is capable of producing a

vacuum of < 10−11 Torr, a necessity for long trap lifetimes. The requisite 6Li gas is

produced by an oven whose construction will be discussed. The hot beam of atoms

from the oven is then slowed from a peak velocity of 1100 m/s to a final one of

40m/s by a Zeeman slower. A MOT confines the atoms from the slower and cools

them, preparing them for loading into the CO2 laser trap. A brief explanation of

both the slower and the MOT will be given, as they are crucial elements in the

steps leading to evaporative cooling of 6Li in a CO2 laser trap.

3.4.1 Vacuum System

Creation of an ultra high vacuum environment necessitates the use of multiple

vacuum pumps. Our experimental setup includes two main types of pumps: ion

pumps and titanium sublimation (Ti sub) pumps. Ion pumps combine a number of

different technologies in one pump, including the use of so-called “getter” materials

which bind chemically-active gases. Typical ion pumps have two flat rectangular

cathodes with an anode between them made of many open-ended boxes or tubes.

The cathodes and anode are enclosed by a permanent magnet and are charged to

create a high electric potential. The cathodes are made of a getter material such
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as titanium, so that gases which react with titanium will be bound to the cathode,

removing them from the surrounding environment. More inert gases are ionized

by the electron flow between cathode and anode, and are then attracted to and

buried in the cathode. In the process, the ions sputter titanium from the cathodes

onto unshielded surfaces in the ion pump, increasing the surface area of titanium

available for bonding with unwanted gases. Ion pumps produce no acoustic noise or

vibrations, and require little to no maintenance. Their main disadvantage is that

they are inefficient at pressures greater than 10−5 Torr, and must be pre-pumped

by a mechanical pump such as a turbomolecular one.

As the name implies, titanium sublimation pumps use the getter properties of

titanium. A Ti sub pump consists of a filament of titanium. This filament heats

when an electric current is passed through it, causing titanium to evaporate. The

evaporated titanium then coats the inside of the vacuum system, in effect turning

the walls of the vacuum system into a pump. The rate of pumping depends on the

amount of surface area covered by the titanium. Eventually most of the deposited

titanium forms stable bonds and no longer traps gas. At this point the Ti sub pump

filament must be heated again to deposit a fresh layer of titanium, increasing the

pumping speed once again. Ti sub pumps have no effect on unreactive gases like

helium, which is why they must be used in conjunction with other pumps like ion

pumps.

Our vacuum system comes in three sections: the oven region, the Zeeman slower

region, and the trapping region. A detailed description of all three regions can be

found in Tom Savard’s thesis [72].

Unsurprisingly, the oven region holds the 6Li oven, which will be described in

Section 3.4.2. This region consists of the oven itself, which looks like a corncob
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Figure 3.9: Side view of the oven and Zeeman slower region of the vacuum system.

pipe; a 4 in. diameter tube between the oven to the Zeeman slower region; and

both ion and Ti sub pumps, which are attached to the 4 in. diameter tube. The

oven produces a gas of lithium, most of which is directed in a stream which passes

through the Zeeman slower region and into the vacuum system’s trapping region.

Enough stray 6Li gas is produced to increase the pressure in the entire oven region.

To keep this region’s pressure around 10−9 Torr, we use a 300 liter/sec. ion pump

from Physical Electronics and a Ti sub pump from Varian Vacuum Inc, as shown

in Figure 3.9. The large 4 in. diameter tube to which the oven and two pumps

are attached includes a port at the bottom which can be closed by a valve; when

first pumping the system down to low vacuum, a small 20 liter/sec turbomolecular

pump is attached to this port until the pressure is low enough that the ion pump can

operate reliably, at which point the valve is closed and the turbomolecular pump

removed. During regular operation, the Ti sub pump must be run every two weeks

to maintain low pressures. A run consists of flowing 47 amps of current through the

Ti sub pump filaments for seven minutes.
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Figure 3.10: A top view of the trapping region of the vacuum system.

The Zeeman slower region is a 22 in. long tube around which the Zeeman slower’s

magnets are placed. The tube’s inner diameter is only 1.5 in. The slower region’s

long tube is connected to the oven region by a 6 in. long nipple with an inner

diameter of 3 mm. The benefit of using a connecting tube with such a small inner

diameter is that it limits the conductance between the oven and trapping regions,

allowing the trapping region to have a pressure that is two orders of magnitude

better than that in the oven region when the oven is producing 6Li gas. The oven

region, nipple, and slower region are all connected by 2 3/4 in. conflat flanges.

The trapping region consists of two large 6 in. diameter stainless steel tubes

connected at right angles to form something approximating an L. The horizontal

tube has thirteen viewports which give optical access to the region; they are used

for trapping beams and camera access. All but two of the viewports are made of

anti-reflection-coated glass mounted in a 2 3/4 in. flange. Glass absorbs 10.6 µm

light, so cannot be used to make the viewport windows through which the CO2

laser beam is to pass. Instead, crystalline ZnSe is used. It is impossible to make
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vacuum seals involving ZnSe which have a leak rate low enough to support ultra

high vacuum. Instead, we use viewports which are double-sealed and differentially

pumped by an ion pump, as described in Ken O’Hara’s thesis [26]. The region

between the viewport’s two seals is kept at a pressure of < 10−9 Torr.

The center of the horizontal 6 in. tube is offset from that of the slower and oven

regions, so that the 6Li atomic beam does not pass through the MOT and FORT

region and knock atoms from these traps through elastic collisions. One viewport,

the Zeeman slower port, is set such that its center is aligned with that of the slower

region and oven nozzle. The laser beam used in the Zeeman slower passes through

this viewport. Unfortunately, atoms from the oven which are not slowed coat the

inside of this viewport, making it opaque and reducing the transmission of the

Zeeman slowing beam. The deposited film of 6Li must be periodically removed by

heating the viewport to 250 ◦C for twenty-four hours.

The vertical tube holds the pumps for this region, a 240 liter/sec ion pump from

Varian Vacuum Inc. and a titanium sublimation pump. The large connecting tube

ensures that the ion pump’s speed will not be conduction-limited. In addition, its

large surface area is ideal for coating with titanium from the Ti sub pump. The

Ti sub pump is located so that there is no direct line of sight from the pump to

any of the viewports, preventing the deposition of titanium onto the viewports. To

deposit a monolayer of Ti, 47 amps of current are sent through the Ti sub pump for

seven minutes. The result is a pressure of < 10−11 Torr, smaller than can be read

by our ion vacuum gauge.
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Figure 3.11: The 6Li recirculating oven. The numbers correspond to points at
which thermocouples are attached.

3.4.2 6Li Oven

The oven consists of a small reservoir cylinder, 2.5 in. tall and 3/4 in. in diameter,

and a 6 1/4 in. long nozzle located halfway up the cylinder, both made of 316 stainless

steel. The oven is wrapped with five different sequential sections of nichrome wire

(corresponding to the numbered sections in Figure 3.11), then coated with high-

temperature cement from OMEGA. Current is passed through the lengths of wire

to heat the oven. The cylinder is filled with 2 g of 6Li and then heated to ∼ 430 ◦C,

producing liquid 6Li with a vapor pressure of ∼ 10−4 Torr. The nozzle, which has

an inner diameter of 1/8 in. along most of its length,3 collimates the escaping 6Li

vapor with an angle of 21mrad.

To increase the length of time for which it can be used without being refilled, the

oven is designed to recirculate unused 6Li. A fine mesh made of 316 stainless steel is

threaded through the nozzle and connected to a similar mesh lining the inside of the

reservoir. During operation, the currents in the five sections of nichrome wire are

varied to produce a temperature gradient along the nozzle. Typical temperatures

are given in Table 3.1. This temperature gradient and the steel mesh serve to wick

condensed liquid 6Li back into the reservoir.

3The nozzle end is drilled out to an inner diameter of 3/16 in. to help prevent 6Li from clogging
the end and to thin the wall, lowering the end’s thermal conductivity and limiting the amount of
heat transferred to the oven region from the oven.
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1 2 3 4 5
Temp (◦C) 380 375 430 360 250

Table 3.1: Typical Oven Temperatures

3.4.3 Zeeman Slower

Atoms emerge from the oven with an average speed of ∼ 1500 m/s, far faster than

can be trapped by any neutral atom trap. The atomic beam must be slowed before

it can be trapped.

Atomic beam slowers employ the radiation pressure force, the same force which

gives rise to optical molasses, as was mentioned in Section 1.3.1. When an atom

absorbs a photon from a laser beam, its momentum is changed by h̄k in the direc-

tion of the beam. Should the atom then re-emit that photon through spontaneous

emission, it again receives a momentum “kick” of h̄k. In the case of spontaneous

emission, though, the kick is in a random direction. Averaged over many absorption-

emission cycles, the change in momentum due to spontaneous emission will average

to zero. The net change in momentum, then, is in the direction of the laser beam.

Applying an on-resonant counter-propagating laser beam to an atomic beam will

slow the atoms in the beam.

There is one difficulty with this approach. The frequency of laser light the atoms

experience will change as the atoms slow due to the Doppler effect, so that the

effective laser frequency is no longer resonant with the atom’s transition frequency.

The two ways around this difficulty are to modify the laser’s frequency or modify the

atom’s transition frequency. Some early experiments [73] took the former approach

by scanning the laser beam frequency frequency to keep it resonant with a group of

slowing atoms. This resulted in pulses of atoms, as slow atoms were only produced

at the end of the frequency scan, at which point the process began again.
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Zeeman slowers take the latter approach by tuning the atomic transition fre-

quency with a magnetic field. Given the appropriate choice of a spatially-varying

magnetic field, all atoms with a velocity below maximum will be slowed. Our

Zeeman slower uses ten independent magnetic coils to produce the appropriate

spatially-varying magnetic field to slow all 6Li atoms with a velocity of 1100m/s

or less to a final velocity of 40 m/s. The full details of the slower construction are

covered in Chris Baird’s dissertation [71].

3.4.4 Magneto-Optical Trap

As was covered in Section 1.3.1, MOTs combine the viscous damping force of optical

molasses with a restoring force arising from the spatially-varying Zeeman shift of

an atom’s hyperfine levels. Electromagnets are placed on the vacuum system’s

top and bottom viewports to provide the magnetic field gradient necessary for the

restoring force. The temperature of atoms trapped in a MOT is limited by the

stochastic nature of photon absorption and re-emission inherent in optical molasses,

which causes the atoms to experience a random walk in momentum space. The

temperature limit due to the scattering of photons is known as the Doppler limit,

and for a three-dimensional optical molasses is given by [74]

TDoppler =
h̄Γspont

2kB

, (3.38)

where Γspont is the linewidth of the atomic transition4. The value of this temperature

limit for 6Li is TDoppler = 140 µK.

4Cooling below the Doppler limit is possible in some alkali atoms. The derivation of the
Doppler limit uses the two-level atom approximation. Other cooling mechanisms, which depend
on multiple ground- and excited-state hyperfine levels, occur but are not accounted for in the two-
level derivation. Unfortunately these sub-Doppler cooling mechanisms do not occur in 6Li [26].
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6Li has two ground states, the |F = 3/2〉 and |F = 1/2〉 states. The frequency of

light used in the MOT is that of the transition frequency from the |F = 3/2〉 ground

state to the |F ′ = 5/2〉 excited state. Should an atom decay from the excited state

into the lower |F = 1/2〉 ground state, it would no longer be strongly affected by

the laser beams of the MOT and would be able to escape the trap. To prevent this

from happening, the MOT beams include light that is resonant with the |F = 1/2〉
atoms. This “repumper” light serves to excite atoms in the |F = 1/2〉 state until

they eventually decay from the excited state back into the |F = 3/2〉 state.

3.4.5 Lasers, Acousto-Optical Modulators, and Optical Lay-

out

The laser and optical setup used for the Zeeman slower and MOT are nearly identical

to that described in [26]. The 671 nm light required to drive the first excited-state

transition in 6Li is produced by a Coherent Model 699-21 Ring Dye Laser. The dye

used is 1.17 g of LD688 dissolved in 1.1 L of 2-phenoxyethanol. A Coherent Innova

Model 310 Argon Ion Laser pumps the dye laser. The argon ion laser produces 6W

of power; the dye laser, 750mW of power when the dye is new. As is typical with

fluorescent laser dyes, the output power from the LD688 dye drops with use, falling

to 400mW after several weeks of continuous use.

The dye laser’s frequency is referenced to the 6Li resonance frequency using the

fluorescence from a collimated beam of lithium. This beam is created in a separate

vacuum system, known as the locking region, and from an oven other than that used

for the trapping experiments. The oven and vacuum system design are described

in [75], though some changes have been made to the oven which produces the 6Li

beam.
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Figure 3.12: (a) The oven design used in the locking region vacuum system. A
0.5 in. diameter stainless steel tube is used. (b) The mesh added to the tube to
prevent condensation of 6Li at the top of the oven. The hole in the mesh is lined
up with the oven’s exit hole.

The new ovens are made from a 0.5 in. diameter tube of 316 stainless steel,

rather than tantalum, and their design is shown in Figure 3.12. One end of the

oven is crimped, and a flat spot that is 0.005 in. deep is made 0.95 in. from the end

of the crimped part by a milling machine. In the middle of the flat spot a 250 µm

hole is drilled to allow 6Li vapor to escape during operation. In early versions of

the stainless steel oven, gaseous 6Li would recondense near the top, where the oven

is cooled. The recondensed 6Li would lower oven resistivity at that point, further

cooling the oven top and resulting in more condensation and the formation of a

plug of solid lithium which would block the exit hole. Once that occurred, the oven

became useless. To prevent this, a wicking mesh similar to the one described in

Section 3.4.2 was added to the oven, and the crimp in the oven top is placed closer

to the exit hole than in prior designs. The hole in the mesh is lined up with the

oven’s exit hole. Once the mesh is in place, the oven is filled with around 1.3 g of

6Li. The second end of the oven is then crimped and the entire oven installed in

the locking region vacuum system as described in [75].

A beam from the dye laser is sent into the locking region. Its direction is per-
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Figure 3.13: An acousto-optic modulator (AOM) in a double-passed configuration.
The laser light passes through the AOM, changing its frequency by an amount δ. It
then passes through a quarter-wave plate, hits a mirror, and passes through the same
quarter-wave plate again, changing the polarization of the light by 90◦. The light
passes through the AOM once more, adding another shift of δ to its frequency, and
is deflected by the polarizing beam splitter (PBS) cube due to the light’s changed
polarization. The irises block light scattered into other orders by the AOM.

pendicular to the collimated atomic beam to minimize deviations in the resonance

frequency due to the Doppler shift. The atomic beam is not perfectly collimated,

resulting in a Doppler-broadened fluorescence signal 40 MHz in width. The fluo-

rescence signal is measured by a photo-multiplier tube (PMT), which converts the

amount of light into a voltage.

To lock the laser to this signal, the laser beam sent to the locking region is

frequency modulated at 11 kHz by an acousto-optic modulator (AOM). This also

modulates the fluorescence signal and hence the voltage from the PMT. Lock-in

detection of the modulation produces a voltage which is proportional to the deriva-

tive of the fluorescence line shape. This voltage will be zero at the transition’s peak

since the derivative of the line shape is zero at the line shape center. The voltage

from the lock-in amplifier is fed into a servo loop [76], which produces an error

voltage to adjust the laser frequency appropriately.

We use AOMs extensively in the experiment. An AOM is a crystal with a piezo-

electric transducer at one end. Radio frequency (rf) power drives the transducer,

creating a sound wave in the crystal. The sound wave produces a density grating
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across the crystal, which results in an index of refraction grating. Light passing

through the crystal is Bragg scattered off of this grating, producing light in several

different orders. By rotating the crystal relative to the incoming laser beam, most

of the laser power can be scattered into the first Bragg order. One of the first orders

corresponds to an upshift in laser frequency; the other, a downshift.

Before passing through an AOM, a beam is focused using a plano-convex lens,

with the AOM being placed at the focal point of the lens. The lens focal length

is such that the focused optical beam is smaller than the vertical dimension of

the sound wave. For our AOMs, which typically introduce frequency shifts of δ '
110 MHz, we use lenses with a 30 cm focal length. First-order deflection efficiencies

of 84% of the total incoming power are readily achieved.

AOMs have two features which make them of general use in the experiment.

The first is that they alter the frequency of light passing through them. The exact

frequency shift δ depends on the crystal and the frequency of the rf power fed

to the transducer. By varying the frequency of the rf power, the frequency shift

can also be varied, giving control over the frequency of light used; this is how

the frequency of the locking region beam is modulated. Changing δ changes the

Bragg angle through which the beam is scattered, which can cause optical alignment

problems. To circumvent this problem we employ a “double-pass” setup, as shown in

Figure 3.13. Angle changes due to changes in δ are minimized by this retroreflecting

setup.

The second feature is that the first-order beam vanishes when rf power is re-

moved. By blocking or diverting the unshifted beam, usually by placing an iris or

other aperture around the first-order beam, one creates an optical shutter. The

turn-on and turn-off speed of an AOM is approximately that of the time the sound
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waves take to traverse the crystal, making AOMs well suited for use as a fast optical

shutter.

The drawback to AOMs is that the angle at which the first-order beam leaves

the AOM changes as the temperature of the AOM crystal changes. While active

the AOM crystal is heated by the rf power it dissipates. If the rf power to the

AOM is turned off for a while in order to turn off a deflected beam, when the rf

power is initially restored the first-order beam will be misaligned until the AOM

crystal temperature stabilizes. The angular misalignment of the CO2 laser AOM

causes serious experimental problems, as detailed in Section 5.3.1. For visible beam

AOMs, this effect is merely a nuisance. We avoid the problem by placing mechanical

shutters before each set of AOMs we use. We can thus turn beams off quickly by

removing the rf power to the AOM, close the mechanical shutter, and then turn

the AOM rf power back on to keep the crystals warm without having them deflect

any light and thus sending near-resonant light into the trapping region. Before the

AOMs are to begin deflecting light again we once more turn off the rf power, open

the mechanical shutters, then turn the rf power back on.

AOMs are used to create the many different frequencies required for the slower

and the MOT. Figure 3.14 shows the optical setup used to create the requisite

frequencies. There are two double-pass AOM arms, one for generating the MOT

frequency, the other for the repumper frequency. In three places there is a λ/2

waveplate before a cube polarizing beam splitter (PBS). This setup allows the ratio

of power transmitted by the PBS to the power it reflects to be varied by rotating the

λ/2 waveplate. This changes the power in the two linear polarizations. For example,

the λ/2 waveplate before the cube PBS in the repumper arm is adjusted to give a

3 : 1 ratio of MOT beam to repumper beam power. Mechanical shutters are placed
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Figure 3.14: The optical setup used to create the slower and MOT beams.

in the slower beam, the MOT/repumper beams, and before the entire MOT and

slower optical setup. Even when nominally off, the AOMs deflect a little bit of light;

these shutters serve to block that small amount of leakage light. Without them,

enough near-resonant laser light is scattered into the vacuum system to heat the

atoms in the CO2 laser trap. In addition, the shutters allow us to keep the AOM

crystals warm, as explained above.

The MOT is formed from six counter-propagating laser beams, two along each

orthogonal axis. Tradition calls for the use of three beams which are then retrore-

flected with opposite polarization to form the six beams. We use two beams, one

vertical with respect to the table, the other horizontal, as will be explained below.

Doing so increases the intensity in all beams, which in turn increases the number

of atoms trapped in the MOT as compared to the traditional three-beam setup.

The combined MOT and repumper beams are divided in two, so that a mixture of

MOT and repumper beams are present in both vertical and horizontal beams. The
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l/4

l/4

Figure 3.15: The optical setup of the MOT beams. Only the beam which is
horizontal to the table is shown. The telescope’s second lens can be moved to
adjust the telescope’s collimation.

beams pass through two lenses, which act as an expanding telescope, then through

a λ/4 plate, which produces the required circularly-polarized light. The light then

enters the vacuum system. The vertical beam travels through the vacuum system

from top to bottom, while the horizontal beam threads through the system in an

X pattern, as shown in Figure 3.15. After the beams exit the vacuum system, they

pass through another λ/4 plate before being retroreflected back through the system.

Two refinements to the above system help increase the MOT’s trapping effi-

ciency. First, the horizontal beam must be deflected by several mirrors while it

is circularly polarized. The standard mirrors used in the experiment are dielec-

tric ones, which alter the ellipticity of circularly-polarized light. To minimize this

effect, the mirrors which deflect the horizontal beam are front-surface silvered mir-

rors, which minimize the circular polarization’s distortion. Second, the mirrors,

vacuum viewports, and λ/4 plates do not transmit all of the incident beam’s power,
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resulting in retroreflected beams which have less power than their counterparts. To

compensate for this effect, the vertical and horizontal beams are made to be slightly

converging, giving a more constant intensity by decreasing beam size as their power

decreases. One of the lenses of the expanding telescope is mounted on a translation

stage so that the beam convergence can be set experimentally.

3.4.6 MOT Loading Procedure

During initial loading, the MOT beam is detuned by approximately six linewidths

(6Γ) to the red of the |F = 3/2〉 → |F ′ = 5/2〉 transition, while the repumper beam

is detuned by around 2Γ. (For 6Li, Γ/2π = 5.9 MHz.) Both of these frequencies are

set experimentally to produce the greatest number of trapped atoms. The detuning

of 6Γ does not produce the coldest atoms in the MOT, though; it merely serves to

trap more high-velocity atoms than if the detuning were less, as the MOT beams

are blue-shifted by the velocity of such atoms. According to Doppler cooling theory

(Section 3.4.4), the lowest temperature occurs when the beams are detuned by Γ/2.

Therefore, after five seconds5 of loading with the high-intensity 6Γ beams, the MOT

beams’ frequency is changed to Γ/2 and the repumper beams’ frequency is changed

to be exactly resonant. Simultaneously the intensity of both sets of beams are

lowered, as less power is required when the beams are nearly resonant than when

they are significantly detuned. This cooling phase produces atoms with a Doppler-

limited temperature of ∼150 µK at a density of 1011/cm3. The cooling phase lasts

for 20ms, after which the repumper beams are turned off and the MOT beams

tuned exactly to resonance and their intensity lowered further. With the repumper

5In general, five seconds of MOT loading is sufficient to produce the maximum number of atoms
in the CO2 laser trap, though on occasion we let the MOT load for ten seconds if the dye laser
power has decreased over the course of the experiment.
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beams off, the MOT beams optically pump the atoms into the two |F = 1/2〉 ground

states, which are the ones we wish to confine in the CO2 laser trap. The optical

pumping phase lasts for 100 µs, after which the MOT beams are extinguished, and

the shutters for the MOT/repumper beams and the slower beam are closed.

3.5 CO2 Laser Trapping

Once the MOT has confined the atoms, they are ready to be loaded into the CO2

laser trap. The CO2 laser will change the 6Li transition frequency through light

shifts, but for moderate CO2 laser intensities, this shift is small compared to the

detuning of the MOT beams. Because of this, the CO2 laser trap can be loaded

continuously from the MOT by spatially overlapping the two. In this section I will

discuss the optical setup required to route the CO2 laser beam from the laser to the

vacuum system so that it intersects the MOT. The greater the CO2 laser’s power,

the more atoms it traps; to significantly boost the number of atoms trapped in the

CO2 laser beam, we retroreflect the beam so that it passes through the vacuum

system twice. I will also explain the setup required to prevent the retroreflected

beam from reaching the laser and causing feedback. Finally, I will explain how the

CO2 laser beam is aligned relative to the MOT, a task made much harder by the

beam’s invisibility and its lack of effect on the MOT.

3.5.1 Optical Setup

In order to cool atoms in the CO2 laser trap, it is necessary to reduce the intensity

of the CO2 laser, as will be explained in Chapter 5. We control the intensity of the

CO2 laser with a CO2 laser AOM. The CO2 laser AOM diffracts a portion of the
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incident beam into multiple orders. By varying the radio frequency (rf) power that

is sent to the AOM crystal, the amount of CO2 laser power in the first order can

be changed; if we then use the first-order beam as our trapping beam, we can vary

the intensity of the CO2 laser.

The CO2 laser AOM is much larger than the AOMs used for the 671 nm beams.

It requires 50W of rf power, which must be dissipated after it has passed through the

crystal. This in turn requires that the AOM be water cooled to prevent the crystal

from overheating and cracking. The CO2 laser AOM is cooled by the closed-loop

water system described in Section 3.3.

The actual AOM is a model AGM-4010BG1 from IntraAction Corporation. Its

crystal is about 1.5 cm tall and 4.5 cm wide along the direction of laser propagation.

The driver which produces the rf power for the crystal is a model GE-4050, also

from IntraAction. The GE-4050 produces rf power at a fixed frequency of 40MHz,

and can be amplitude modulated to produce from 0-50W of power, resulting in a

Bragg diffraction angle of 38.5mrad.

The depth of the CO2 laser trap depends on beam intensity at the focused

beam’s waist. To achieve reasonable trap depths, it is desirable to focus the beam

as much as possible. The 1/e electric field width w of a Gaussian laser beam focused

in vacuum by a thin lens of focal length f is related to the width of the beam w0

prior to the lens [77]:

w =
f/z0√

1 + (f/z0)2
w0, (3.39)

where

z0 ≡ πw2
0

λ
. (3.40)

From this we see that, for small values of f/z0, w ∝ f/w0. To decrease the beam’s
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Figure 3.16: The optical setup for the CO2 laser trap.

radius at its focus, thus increasing its intensity, one can either decrease f or increase

w0. The focusing lens’s minimum focal length is limited to ∼19 cm; any smaller and

the lens would have to be placed inside the vacuum system. To decrease w, then,

it is necessary to use as large an w0 as possible.

Towards that end, the 6mm beam from the DEOS CO2 laser is expanded by a

×10 telescope consisting of two plano-convex lenses with focal lengths of 1.2 in. and

11.25 in. The lenses are made of crystalline ZnSe and are anti-reflection coated for

10.6 µm light. The expanded beam is then focused into the vacuum system by an

aspheric 19.5 cm lens, producing a spot with a 1/e2 intensity radius of 47 µm. An

aspheric lens is used to produce the smallest spot size possible. Spherical aberration

broadens the focal spot produced by a standard lens, and the effects of spherical

aberration increase as the ratio of focal length to incident laser beam radius de-

creases. An aspheric lens is designed to eliminate spherical abberation and produce

the diffraction-limited spot size.

To further increase CO2 laser trap intensity, the beam that emerges from the
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vacuum system is retroreflected and refocused into the trap region. Since the beam

then retraces its original path, it must be prevented from reentering the laser and

causing instabilities in the laser mode and potential damage to laser components.

This is accomplished by use of a thin film polarizer, which transmits light of one

polarization but diverts light of the opposite polarization. The beam exiting the

vacuum system is recollimated by a second 19.5 cm aspheric lens. A rooftop mirror—

two mirrors placed at right angles to each other—both reflects the beam and rotates

its polarization by 90◦. The mirror assembly is then located so that the two mirrors

are at 45◦ relative to the incoming polarization. A mirror, indicated in Figure 3.16

by a dashed line, can be slid in front of the rooftop mirror to deflect the beam to a

beam dump, preventing its retroreflection.

The retroreflected beam is refocused into the trap region by the second aspheric

lens. It then is recollimated by the first aspheric lens and proceeds back through

the optical setup until it reaches the thin film polarizer and is diverted into a beam

dump.

3.5.2 Optical Alignment

Before the CO2 laser trap can confine atoms, it must be centered in the MOT to

maximize the number of trapped atoms. In addition, the retroreflected beam must

be overlapped with the forward-propagating beam. These two tasks are difficult

because of the invisibility of the infrared beam, which can only be located using

either fluorescent plates whose fluorescence is quenched by the infrared beam’s heat,

or sheets of liquid crystal plastic which change color when heated. In addition, the

infrared beam has no visible effect on the MOT.
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Standard Alignment Procedure

To make the task of alignment easier, we overlap a visible 671 nm red beam with

the CO2 laser beam and then align the optics using the red beam. The beam sent to

the locking region is deflected for this purpose. This has the advantage of allowing

us to align the optics using a visible, low-power beam which, since it is resonant

with the 6Li transition, visibly affects the MOT.

The initial alignment step is to remove the ×10 telescope and the two aspheric

lenses that focus the CO2 laser beam into the vacuum system, and to lower the

mirror that blocks the rooftop mirror. The two mirrors before the vacuum system

are placed using a very low-power CO2 laser beam; the two mirrors are then used to

center the beam in the two ZnSe viewports of the vacuum system. The mirror before

the rooftop mirror deflects the infrared beam onto the lab wall. Once this alignment

is complete, “burn marks” are made to determine the beam’s actual position. An

index card is placed on the wall where the infrared beam is located, then exposed

to the beam’s full power for no longer than it takes someone to move a beam block

out of and back into the beam. The result is a small scorch mark on the card. This

process is repeated much closer to the laser. The two burn marks give the beam’s

position.

The visible beam is then diverted from the locking region and made to overlap

the path of the CO2 laser beam by placing it so that it passes through the center

of the two burn marks. This is done by placing the visible beam so that it hits

the burn mark on the first card, then replacing that card with an iris, which can

be opened to permit the red beam to continue on to the second burn mark. The

visible beam can then be steered to pass through the iris and hit the center of the

burn mark on the wall. This procedure ensures that the visible beam follows the
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path of the infrared beam closely.

Before the beam is diverted, the system is set up so that a MOT is formed. The

servo system which locks the laser, described in Section 3.4.5, is disengaged and the

locking region beam diverted. The dye laser’s frequency drift is slow enough that

the MOT will persist for several minutes, and careful hand-tuning of the dye laser

frequency will ensure that the MOT remains for up to an hour.

Once the visible beam is aligned using the burn marks, it is steered via the final

mirror before the vacuum system until the beam hits the MOT. Since the visible

beam is resonant with the trapped atoms, the beam pushes the atoms in the MOT

through radiation pressure. The effect is clearly visible, as if a tiny finger were

poking into the MOT and pushing the atoms out the other side. In this manner,

the beam can be moved until the pushing effect, and thus the visible beam, is

located in the MOT’s center.

Once that is done, an iris is placed in the visible beam on the far side of the

vacuum system. The first aspheric lens on the laser side of the vacuum system

is placed so that the visible beam stays centered on the iris. Then another iris is

placed in the beam before the aspheric lens. In placing the telescope’s two lenses,

the earlier iris is used to ensure proper placement of the telescope. The index of

refraction for ZnSe is different for the red beam than for the infrared beam, so the

visible beam after the ZnSe lenses of the telescope will not be collimated. The iris

on the far side of the vacuum system is too far away from the telescope to be of

much use in this situation, hence the need for a closer iris.

Finally the second aspheric lens is placed and the rooftop mirror located so as to

properly retroreflect the visible beam. Prior to this, the rooftop mirror is adjusted

so that its mirrors are at 90◦ to each other. A large HeNe laser beam is directed
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onto the rooftop mirror at the point where its two mirrors meet, with half of the

beam on each mirror. The retroreflected beam will spread into two distinct sections

if the angle between the two mirrors is not 90◦. The angle of the rooftop mirror is

adjusted until the retroreflected beam is not divided. The rooftop mirror can then

be placed. At that point the visible beam and the two irises are removed from the

CO2 laser path.

For final alignment of the CO2 laser, the number of atoms trapped in the CO2

laser trap is measured with an on-resonant probe beam and a calibrated photo-

multiplier tube (PMT), as explained in Section 4.1. The signal from the PMT is

proportional to the number of atoms in the trap. The final position of the CO2

laser beam is found by adjusting the beam location to maximize the PMT signal.

Alignment Using a Split Image Technique

At times, no matter how carefully the above procedure is followed, no atoms are

confined in the CO2 laser trap. Most often this is due to axial misalignment of

the aspheric lens which first focuses the CO2 laser beam into the vacuum system.

The 19.5 cm aspheric lens produces a focused beam whose Rayleigh length6 is only

0.66mm. Thus the aspheric lens must be positioned axially with sub-millimeter

accuracy.

This can be done using a split-image technique, as shown in Figure 3.17. Light

from the MOT is allowed to propagate through the aspheric lens along two paths.

At the image plane, the images from the two paths should overlap exactly, producing

a single unified image. The image distance is chosen so that the object distance

from MOT to aspheric lens is correct for the CO2 laser beam.

6The Rayleigh length is defined in Section 3.1.
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Figure 3.17: Split-image alignment technique for the first aspheric lens.

Since the MOT fluoresces at 671 nm, a 10 cm focal length plano-convex lens

made of glass is used rather than the ZnSe aspheric lens. The glass lens is mounted

on a translation stage along with a microscope slide, which serves as a screen, and

an empty post holder for the aspheric lens. The desired object distance o for the

10 cm lens is calculated given the desired distance from the ZnSe aspheric lens to

the MOT. From that object distance, the image distance i is calculated, and the

microscope slide is placed a distance i from the 10 cm lens. These calculations must

be made carefully, since sub-millimeter accuracy is required. The index of refraction

of the quarter-inch-thick ZnSe viewport window must be taken into account, as its

index of refraction will be different for the 671 nm light from the MOT than for the

CO2 laser beam. In addition, one must remember that o and i are measured from

the principal points of the plano-convex lens and not either of its faces. The details

of such a calculation are given in Appendix A.

Once the distances have been calculated and the microscope slide placed, a piece

of translucent tape is affixed to the slide and a mask with two circular apertures is

placed in front of the 10 cm lens. The tape serves to make the fluorescence visible

on the microscope slide. The entire translation stage is then moved until the two

separate images on the translucent tape become a single one. The light on the tape
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is dim, so a CCD camera from Cohu, Inc. is used to view the fluorescence. After the

images have been overlapped, the ZnSe aspheric lens may be placed in its holder

and the 10 cm lens and microscope slide removed. In practice, this procedure places

the aspheric lens with millimeter accuracy, close enough that final alignment may

be done using the PMT alignment procedure described above.





Chapter 4

Characterizing the Optical Trap

Confining atoms in the CO2 laser trap is only the first step. Once they are confined,

we need to know how many atoms are trapped and what their density n and tem-

perature T are. The number of trapped atoms can be determined by illuminating

them with on-resonant light and measuring the resulting fluorescence. The density

can be determined by performing absorption imaging on the atoms, in which near-

resonant light passes through the atoms and is then imaged onto a charge-coupled

device (CCD) array. The atoms absorb some of the light and scatter it away from

the camera, leaving a shadow in the beam where the atoms are. The reduction

in light is proportional to the number of atoms along the beam path. If the size

of the trap is known, this provides a measure of the density along the path of the

beam, ñ =
∫

n · dz. ñ is known as the column density. From the column density

the number of trapped atoms and their temperature can be determined.

Use of a CCD camera system requires careful timing to ensure that all events

occur in the proper order and at the proper time. For example, timing accuracies

of 100 µs or better are needed to synchronize the opening of a camera shutter with

the atoms’ illumination by a laser beam. Because some of our experiments occur

over long periods of time, the timing accuracy must be maintained for hundreds of

seconds. To meet these two requirements and to provide a method of timing flexible

93
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enough to meet all of our needs, we developed a computer-controlled timing system,

as well as related equipment that can multiplex the timing system’s TTL signals.

This chapter will discuss both fluorescence measurements and absorption imag-

ing. The relationship between the absorption image on the CCD camera and the

column density of the trapped atoms will be derived. Following that, I will discuss

the timing system’s development, including the associated computer programs and

hardware. After that, the physical setup of the camera system and the character-

istics of our CCD camera will be discussed. The CCD camera records a magnified

image of the trapped atoms; how that magnification is measured will be explained

next. I will then explain how we determine the number of atoms and their temper-

ature from the CCD camera image using time-of-flight imaging, in which the atoms

are allowed to expand freely from the trap. In addition, the steps required to include

the effect of Fermi statistics on the atomic distribution will be presented. Finally,

determination of the number and temperature of the trapped atoms requires that

we know the oscillation frequencies of our trap. How we measure them will be the

last topic of this chapter.

4.1 Fluorescence Measurement

In fluorescence measurement, an intense beam of on-resonant light is applied to

trapped atoms. The atoms begin absorbing and re-emitting photons from the beam.

The amount of fluorescence is proportional to the number of atoms illuminated by

the beam, and is measured by a photomultiplier tube (PMT).

The scattering rate for a two-level atom is

Γsc =
Γ

2

I/Isat

1 + I/Isat + 4(∆/Γ)2
. (4.1)
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PMT Voltage Gain (A/W)
500 5.16
600 26.5
700 78.5
800 202
900 477
1000 922

Table 4.1: PMT Voltages and Gain

∆ is the detuning of the beam from resonance, Γ is the transition linewidth, I is

the beam intensity, and Isat is the saturation intensity. For an on-resonant beam,

if I À Isat then at any given time half of the atomic population is in the excited

state and the photon scattering rate becomes Γsc = Γ/2. The power of the light

scattered by N atoms in this case is Psc = Nh̄ω0Γ/2, where h̄ω0 is the energy of a

resonant photon. The light is scattered into a 4π solid angle, so the power into the

PMT depends on the ratio of its solid angle dΩ (as limited by the viewport through

which the light reaches the PMT) to the full 4π solid angle.1

PMTs produces a current that is proportional to the light incident upon it.

The proportionality constant G, given in amps/watt, depends on how large a bias

voltage is applied to the PMT. The larger the bias voltage, the larger G is and the

more sensitive the PMT is to small amounts of light. Table 4.1 lists representative

values of G for a given bias voltage applied to our model 1894 Hamamatsu PMT.

If the current from the PMT passes through a resistive load R, it creates a voltage

difference across that load. The voltage can then be measured by an oscilloscope.

1This is not entirely true; the atoms radiate in a dipole pattern, which has an angular depen-
dence. However, our PMT is located at the so-called “magic angle” of 55◦, the angle for which
the P2(cos θ) term of the dipole radiation pattern is zero, removing the angular dependence.
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PMT

Figure 4.1: A side view of the system used to measure the fluorescence from
trapped atoms. The probe beam’s wavelength is 670 nm.

The measured voltage is

V = Psc
dΩ

4π
GR = Nh̄ω0

Γ

2

dΩ

4π
GR. (4.2)

For the cycling transition in 6Li, Isat = 2.55 mW/cm2 and Psc/N = 5.5×10−12 W.

The physical system used to measure the fluorescence is as follows. A model

1894 Hamamatsu PMT is connected to one end of an optical fiber bundle. The

other end of the bundle is positioned above a mirror which deflects fluorescent light

from a viewport to the bundle. A 660-680 nm bandpass filter in the PMT housing

blocks background light from sources other than the fluorescent atoms. An 8 cm

achromat lens images the fluorescence onto the opening of the fiber bundle at a

magnification of 1:1. The solid angle of the PMT is limited by the lens chuck which

holds the achromat lens, and is dΩ/4π = 2.9×10−3. To excite the cycling transition

of 6Li we use a circularly-polarized beam that is on resonance for the transition
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from the |F = 3/2〉 ground state. As is the case in the MOT, atoms may decay to

the lower |F = 1/2〉 ground state, requiring a repumper beam to return them to the

|F = 3/2〉 state. The optical setup which generates these two beams will be discussed

in Section 4.4.2.

To calibrate the gain G of the PMT, a 671 nm beam of around 200 mW of power

is sent through three OD3 neutral density filters, then coupled into the fiber bundle

and thence into the PMT. Prior to this, the absorption of each OD3 filter is measured

by recording the power before and after the filter. The total absorption A of all

three filters is then taken to be the product of their individual absorptions. Various

voltages are applied to the PMT and its output both with (Vsig) and without (Vbkg)

the laser beam present is measured on an oscilloscope with an input impedance R

of 1 MΩ. The input power P is also recorded. The gain G in amps/watt for a given

bias voltage is given by

G =
Vsig − Vbkg

(1×106) PA
. (4.3)

The lens, mirror, and fiber bundle are aligned by maximizing the fluorescence

signal from the MOT. Since the position of the CO2 laser trap is the same as that

of the MOT, this also maximizes the signal from the CO2 laser trap.

4.2 Absorption Imaging

When light interacts with atoms, photons are absorbed spontaneously and then

re-emitted. The latter effect is the basis of fluorescence measurements; the former,

of absorption imaging. If a laser beam passes through a cloud of atoms, they will

cast a shadow in the beam due to photon absorption and re-emission in directions

other than that of the beam propagation. The rate at which the intensity decreases
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as the beam propagates is

dI

dz
= −Iσn(x, y, z), (4.4)

where σ is the cross section for an atom to scatter off of a photon, and is given by

σ =
σ0

1 + δ2
. (4.5)

δ ≡ (ω − ω0)/(Γ/2) is the laser beam detuning in half linewidths and σ0 is the on-

resonance cross section (which, for atoms in the |1〉 and |2〉 states, is σ0 = λ2/2π,

as will be shown in Section 4.4.4). Solving (4.4) by integrating both sides gives the

intensity after the beam has passed through the atoms:

I = I0 exp

(
− ñσ0

1 + δ2

)
. (4.6)

I0 is the incident intensity of the beam and ñ ≡ ∫
n(x, y, z) dz is the column density

of the sample. The light is thus reduced by a factor t, the transmission coefficient,

where

t = e−D̃ = exp

(
− ñσ0

1 + δ2

)
. (4.7)

D̃ is the optical density. The absorption coefficient is equal to 1− t.

A CCD camera measures the number of photons that reach its CCD array and

from that creates an image. To measure the absorption coefficient, three images

must be taken: one with no laser light, one with laser light and no atoms, and one

with both laser light and atoms present. Let Cbkg, Clight, and Catoms represent these

three images. The image which corresponds to the fraction of photons transmitted

is then

Ctrans =
Catoms − Cbkg

Clight − Cbkg

(4.8)
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Figure 4.2: An example of the measurement of the absorption coefficient. Three
images are recorded. The first is the image of the shadow cast by the atoms, the
second is of the laser light, and the third is the background image with no light.
From these three the fourth image, which is the fraction of photons transmitted,
is calculated. In the fourth image, white areas correspond to 100% of photons
transmitted and black to no photons transmitted.

and the image corresponding to the optical density D̃ is

COD = − ln(Ctrans). (4.9)

The column density is directly related to the spatial profile of atoms in the CO2

laser trap. Very cold atoms will be near the bottom of the trap potential, where it

is approximately harmonic and takes the form

U(r) = −U0 +
1

2
Mω2

xx
2 +

1

2
Mω2

yy
2 +

1

2
Mω2

zz
2. (4.10)

ωx, ωy, and ωz are the effective oscillation frequencies of the CO2 laser trap. The

single particle Hamiltonian in this case is H(r,p) = p2/2M + U(r). The (unnor-

malized) phase space distribution W0(r,p) of the atoms will be

W0(r,p) = exp

[
−H(r,p)

kBT

]

= exp

[
− p2

2MkBT
− 1

2

M

kBT

(
ω2

xx
2 + ω2

yy
2 + ω2

zz
2
)]

. (4.11)

The spatial distribution is given by integrating W0 over all momenta p, resulting in
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n(x) =
N0

π3/2axayaz

exp

[
−x2

a2
x

− y2

a2
y

− z2

a2
z

]
, (4.12)

where ax, bx, and cx are the Gaussian widths of the distribution and are given by

e.g.

ax =

√
2kBT

Mω2
x

. (4.13)

The normalization constant has been chosen so that
∫

n(x)dx = N0, the total

number of trapped atoms. The column density is2

ñ(x, y) =

∫
n(x) dz =

N0

πaxay

exp

[
−x2

a2
x

− y2

a2
y

]
. (4.14)

From (4.14) and (4.7) we see that the image COD will be

COD =
N0

πaxay

σ0

1 + δ2
exp

[
−x2

a2
x

− y2

a2
y

]
. (4.15)

If the trap parameters ωx and ωy are known, then the number of atoms in the trap

and their temperature can be determined by fitting a Gaussian to COD.

A further simplification is possible through camera binning along one axis, in

which the pixel values in each column or row are added together, collapsing the two-

dimensional image into a line. Binning COD along the vertical ŷ axis is equivalent

to integrating (4.15) along y and dividing by the CCD camera pixel size xp:

C1D =
N0√
πaxxp

σ0

1 + δ2
e−x2/a2

x . (4.16)

2This assumes that the imaging axis lies along the ẑ axis of the trap, making the integration
of (4.12) tractable. In our system, the camera axis is at an angle to the trap, so that the only co-
linear axes are the camera and trap x̂ axes. However, we bin our pictures in the vertical direction,
so that the only axis to be analyzed is the co-linear x̂ axis and so that no changes to (4.16) are
required.
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Figure 4.3: A two-dimensional image binned along its vertical axis becomes a line.
The graph below the line is a plot of the line image.

Division by the pixel size is required because binning is a discrete summation, not

a true integration, with a step size of xp. No important information is lost in this

operation: both the atom number and the temperature can still be determined from

this one-dimensional Gaussian.

4.3 Timing System

The timing system consists of two components. The first is a computer-based

timing control system that produces TTL signals at specified times. The second is

a multiplexer system that allows multiple input analog signals to be routed to one

device. Selection of the input signals is controlled by electronic switches, which are

in turn controlled by TTL signals.

4.3.1 Computer Control

Our experiments take place over hundreds of seconds. During that time, various

pieces of equipment must be controlled with an accuracy of 100 µs or less. In

early experiments we used several DG535 pulse generators from Stanford Research



102 CHAPTER 4. CHARACTERIZING THE OPTICAL TRAP

Systems to control timing, as they have the necessary accuracy and can have delays

of 1000 s. This involved a lot of makeshift wiring, though, as each DG535 has only

four TTL outputs, and those outputs can change state (from low to high or from high

to low) once and only once when the DG535 is triggered. One DG535 served as the

master pulse generator: the clocks of all other DG535s were synchronized to that of

the master DG535, and the other DG535s were triggered by the master. In order to

change states more than once in a given trigger cycle, multiple DG535 outputs were

combined, either through options internal to the DG535 or by externally connecting

the outputs through diode boxes that isolated the DG535 outputs from each other.

Creating a working timing scheme using this system was difficult, as was altering

an existing scheme.

To avoid these problems, we built a computer-controlled timing system. The

system has thirty-two TTL-logic channels. The state of these channels can be varied

as many times as is necessary for a given timing sequence. Creation of a timing

scheme using this system does not take long, and the details of a completed scheme

can be easily varied. While this system’s resolution of 100 µs cannot match the 5 ps

resolution of a DG535, its resolution is sufficient for all but the most demanding

applications. In the one case where a smaller time resolution has been necessary, we

have used a DG535 triggered by the computer timing system. The timing system

can set the DG535’s delays by sending GPIB commands, thus localizing all timing

control at the computer.

Full details of the timing system, including an explanation of the structure of

timing files, are in Appendix B. Here I will merely give an overview of the most

important details.

The heart of the timing system is a Dell Precision 420 computer with 768MB
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Figure 4.4: Two Schottky diodes of type 1N5711 are placed from +5V to the
BNC output signal line and from the signal line to ground. These diodes limit the
ringing which occurs when the signal line changes state.

of Rambus RAM. Such a large amount of memory is necessary because the timing

system software creates a large matrix of logic states for each channel at each time

step. The TTL signals are created by a National Instruments PC-DIO-32HS board,

which provides 32 parallel digital input/output (I/O) channels. The 32 channels

are connected by a ribbon cable to a panel with 32 BNC connectors, so that the

TTL signals can be routed with BNC cables. Each BNC output is attached to two

Schottky diodes of type 1N5711, one from +5 V to the BNC output, the other from

the BNC output to ground. They are oriented so that they begin conducting if the

output line goes above +5V or below 0V, respectively. This limits fluctuations on

the output line when it changes state.

Each timing sequence is defined by a text file that specifies the initial state of

each channel and at what time steps the channel should change state. The timing

file can contain variables, which in turn can be used in mathematical operations.

Using these variables, one can have events occur at a time relative to prior events,

rather than at an absolute time. For example, one can ensure that a probe beam

will turn on 10ms after a camera shutter is opened, regardless of when the shutter

is actually opened.

The timing files are fed into a preprocessor written in the computer language

Perl. The preprocessor evaluates all of the variables and mathematical operations,
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LSB
0 1

1 3 4

M
S
B

0 1 2

Table 4.2: Multiplexer Logic States

then produces a new file based on the original, but containing only absolute times

rather than relative, variable-based ones. The new timing file is given to a LabView

program that creates a channel state matrix. The matrix has one row for each

channel and one column for each time step in the timing sequence. In this manner

the state of the timing system at any time is defined. The LabView program can

then begin the timing sequence. As part of this process the program can also send

GPIB commands to laboratory equipment prior to the beginning of the timing

sequence.

4.3.2 Multiplexer System

At several points in the experiment it is necessary to send multiple analog voltages

to one device. For example, the number of atoms loaded in the MOT is maximized

by detuning the MOT beams roughly 6Γ below resonance, but their temperature

is minimized by detuning the beams by Γ/2, as explained in Section 3.4.6. The

frequency of the MOT beams is set by a double-passed AOM. This frequency can

be adjusted by changing the tuning voltage sent to the AOM driver. We would like

to load the MOT at a detuning of 6Γ, then briefly change the tuning voltage so that

the frequency changes to Γ/2, cooling the atoms to near the Doppler limit.

To do this, we use a multiplexer system. The multiplexer system has a number of

electronic multiplexer chips that act as two-way and four-way switches. They take

two (or four) inputs and select among them according to TTL logic. The four-way
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switches are controlled by two TTL lines, the least-significant bit (LSB) and most-

significant bit (MSB). Table 4.2 lists which input will be selected for a given MSB

and LSB value: 0 represents 0V and 1 represents 5 V, while the numbers inside the

table are the number of the selected input. The four-way multiplexer chips used

are Analog Devices ADG409BN, while the two-way multiplexers used are Analog

Devices ADG436BN. Also built into the multiplexer system are 16 adjustable power

supplies. These power supplies are used to provide voltages to the various AOMs

in our system.

4.4 CCD Camera System

4.4.1 CCD Camera

The camera we use is a model DV434-BV from Andor Technology. Its CCD array,

an EEV CCD47-10, has 1024× 1024 pixels, with a pixel width of 13 µm. It is

back-illuminated, and has a quantum efficiency of around 90% at 670 nm. All CCD

cameras suffer from dark current, in which the CCD pixels accumulate charge due

to thermal activity in their quantum wells. To minimize dark current in the camera,

the DV434-BV includes a thermoelectric cooler that cools the CCD array to -40 ◦C

during experiments.

The camera is controlled by a model CCI-010 computer card, also from Andor.

The card is installed in the same computer used in the timing system. Included

with the camera is the Andor-MCD software for Windows, which handles data

acquisition from the CCD camera. The software also performs image processing,

allowing us to record the absorption image of the probe beam in real time.
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Figure 4.5: The optical setup used to create the probe beams for both fluorescence
measurement and absorption imaging.

4.4.2 Optical Probe Setup

The optical probe beams for both fluorescence and absorption imaging are generated

from the unshifted zero-order beam of the first MOT AOM in the MOT arm (shown

in Figure 3.14). For either type of imaging, beams that are resonant with transitions

from both the |F = 1/2〉 and |F = 3/2〉 ground states are required. Figure 4.5 shows

the AOM setup used to generate these beams.

Imaging is easier if the camera beam’s alignment does not vary during the course

of an experiment. However, the direction of the dye laser beam changes as the laser

mirrors are adjusted to produce the greatest amount of output power. To minimize

these variations the probe beams are coupled into a short fiber. The output of the

fiber gives a fixed reference point for the optical beams. Variations in input beam

direction change output beam intensity but not direction. In addition, the fiber
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acts as a spatial filter, ensuring that the two beams created by the two AOM arms

are smooth and exactly overlapped.

After the fiber, the probe beams can be sent in either of two directions, selected

by a flip-up mirror. For fluorescence measurements, the mirror after the fiber is

flipped up to deflect the probe beams; for absorption imaging, the mirror is flipped

down, allowing the probe beams to continue undeflected.

Fluorescence Measurement Setup

The probe beams for fluorescence measurement are sent into the chamber as shown

in Figure 4.1. Two mirrors before the chamber are on translation stages, allowing

the beam to be moved without altering the angle at which it enters the chamber.

A mirror on the other side of the chamber retroreflects the probe beams. Doing so

balances the radiation pressure force the atoms experience. Without this mirror,

the atoms in the trap would be shoved by the probe beams, potentially moving far

enough that their fluorescence would no longer be collected by the PMT fiber.

Absorption Imaging Setup

The atoms being imaged in absorption imaging are in the |F = 1/2〉 ground state; the

|F = 3/2〉 state is empty. For this reason, the beam resonant with transitions from

the |1/2〉 ground state is used as the sole imaging beam, while the beam resonant with

transitions from the |3/2〉 state is diverted for use as a repumper without it being

imaged onto the CCD camera. The two beams are split by a cube PBS shortly

after the fiber. The cube PBS is not a perfect polarizing beam splitter, so some

|3/2〉 light is not diverted and is instead imaged onto the camera. Measurements

show that less than 1% of the light reaching the camera is |3/2〉 light, which can thus
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Figure 4.6: A side view of the system used in absorption imaging. The |1/2〉
beam passes through the trapped atoms, then is imaged by an achromat lens and
a microscope objective onto the CCD array of the camera. The |3/2〉 beam enters
through a separate set of viewports and, like the probe beams for fluorescence
measurement, is retroreflected.

be considered negligible.

In absorption imaging, it is useful to detune the |1/2〉 imaging beam from reso-

nance, so that the optical density does not become too large for very dense samples.

For that reason we pass the |1/2〉 beam through two double-passed AOMs working

in opposition, so that one increases the beam frequency while the other decreases it

once again. By adjusting the frequency shift of one or the other of these opposition

AOMs, the beam frequency can be shifted by small amounts. In addition, because

this setup utilizes double-passed AOMs, variations in the beam’s direction as its

frequency is changed are minimized.

After the two AOMs, the |1/2〉 beam is expanded by a ×2 telescope, making its

intensity profile more uniform across the trap. Neutral density filters can be placed

after the telescope to reduce the intensity of the |1/2〉 beam. After the telescope and
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Figure 4.7: A side view of the camera beam setup. The camera beam travels
through the atomic cloud at an angle of 55◦ with respect to the long axis of the
cigar-shaped trap. This produces a foreshortened image on the CCD camera.

neutral density filters, the intensity of the camera beam is equal to 0.25 W/cm2, or

0.1Isat. The beam then enters the vacuum system through a viewport, illuminates

the trapped atoms for 10 µs, and is imaged onto the CCD camera by an 8 cm

achromat lens and a microscope objective. The camera image is then taken through

the same viewport as that from which the PMT collects its light. A mirror on a

detachable magnetic base, shown in Figure 4.1, can be placed after the viewport or

removed as necessary. When in place it diverts light from the viewport to the PMT

fiber for fluorescence measurement; when removed, light from the viewport reaches

the CCD camera.

The camera beam and camera are rotated at an angle of 55◦ with respect to

the long axis of the cigar-shaped CO2 laser trap, producing an image which is fore-

shortened along the camera’s vertical axis. Despite this, no changes are necessary

to (4.16) if the two-dimensional image COD is binned along the foreshortened axis.
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Figure 4.8: Pictures of how the CO2 laser trap moves as its focusing lens is moved
axially. This motion is used to calculate the camera magnification. In the left and
right pictures, the trap lens has been displaced by an amount equal to ±1.25 mm.

The one-dimensional Gaussian distribution along the non-foreshortened axis does

not change.

4.4.3 Camera Magnification

The 8 cm achromat lens that images the trap onto the camera is nearly 16.5 cm away

from the trap, over twice its focal length. Because of this, the image it produces is

demagnified. In turn, that demagnified image is magnified by a microscope objective

in front of the CCD camera. The system’s exact magnification can be determined by

moving the trap a known amount and measuring the resulting motion of the trap’s

image. The lens which focuses the CO2 laser beam to create the trap is mounted

on a translation stage. Moving the lens axially by a distance ∆ moves the location

of the center of the trap by the same distance. Since the camera axis is 55◦ from

that of the CO2 laser trap, the trap’s image will move a distance M∆ cos 55◦, where
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M is the imaging system’s magnification. By moving the lens by several different

values of ∆ and taking images of the trap at each point, the magnification can be

determined. Using ∆ = ±1.25 mm we determined that the magnification of our

system is M = 3.9.

4.4.4 Determining Atomic Number and Temperature

After an image is obtained from the CCD camera, it is processed according to (4.8)

and (4.9)3. The image is then binned along its foreshortened axis. To find the

number of atoms and their temperature, the one-dimensional distribution C1D is fit

to a Gaussian, and the resulting fit substituted into (4.16), giving

Ae
−x2/(wxp)2 =

N0√
πaxxp

σ0

1 + δ2
e−x2/a2

x . (4.17)

The width of the Gaussian fit w is measured in units of the CCD camera pixel size

xp. A comparison of the two sides of the equation show that

wxp = ax =

√
2kBT

Mω2
x

(4.18)

and

A =
N0√
πaxxp

σ0

1 + δ2

=
N0√
πwx2

p

σ0

1 + δ2
, (4.19)

3In actuality, the Andor camera’s software uses a variation on (4.8) which produces an image
corresponding to the fraction of photons absorbed rather than transmitted. The only change
required in (4.9) is the replacement of − ln(Ctrans) by − ln(1− Cabsorb).
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Figure 4.9: Half of the 2S1/2 → 2P1/2 transitions driven by the linear light of
the camera beam. The small numbers under the levels are the mF values. The
|F,mF 〉 = |1/2, 1/2〉 → |3/2, 1/2〉 and |1/2, 1/2〉 → |1/2, 1/2〉 transitions and their Clebsch-
Gordan coefficients are shown.

so that

N0 =
A

σ0

√
πωx2

p(1 + δ2). (4.20)

All that remains is to find the resonant cross section σ0 for the 6Li atoms.

Were 6Li a true two-level atom, or if the camera beam were driving the cycling

transition of 6Li so that only two states were involved in the process, the resonant

cross section would be σ0 = 3λ2/2π. Neither condition is true. The trapped atoms

are in the |F,mF 〉 = |1/2, 1/2〉 and |1/2,−1/2〉 states. The camera beam’s linear light

incoherently drives two transitions for the atoms in each state. Because the process

is incoherent, the resonant cross section is modified from its two-level value by

the sum of the squares of the Clebsch-Gordan (CG) coefficients for the possible

transitions.

Figure 4.9 shows the two 2S1/2 → 2P1/2 transitions from the |mF = 1/2〉 state

that are driven by the camera beam, along with the associated CG coefficients.

The two transitions from the |mF = −1/2〉 state will be the mirror image of those

from the |mF = 1/2〉 state, and by symmetry their CG coefficients will be the same
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barring possible changes in sign. Since the CG coefficients are squared in calculating

σ0, these possible minus signs can be ignored, and σ0 will be the same for atoms in

either state. The resulting value of σ0 is

σ0 =
3λ2

2π

∑
i

(CGi)
2 =

λ2

π
. (4.21)

Given this value of σ0 and both (4.18) and (4.20), the trapped atoms’ tempera-

tures and number can be found:

T =
M

2kB

(wxpωx)
2 (4.22)

and

N0 = Awπ
3/2(1 + δ2)

(xp

λ

)2

. (4.23)

4.4.5 Time of Flight Measurements

It is often convenient to measure the atomic distribution after it has been released

from the CO2 laser trap, a process known as “time of flight imaging.” When re-

leased, the atomic cloud expands. As will be shown, the increase in the distribution’s

width due to free flight serves to diminish the importance of the CO2 laser trap size

in determining the atoms’ temperature.

To find the atomic spatial distribution at a time t after release assuming free

expansion, it is necessary to consider the normalized one-dimensional version of the
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phase space distribution from (4.11),

W0(x, vx) =
N0

πax

√
M

2kBT
exp

[
− Mv2

x

2kBT
− x2

a2
x

]

=
N0

πaxvT

exp

[
− v2

x

v2
T

− x2

a2
x

]
, (4.24)

where v2
T = 2kBT/M is the atoms’ thermal velocity. After the distribution has

expanded for a time t, each atom will move from its original location of x0 to a new

location given by x = x0 + vxt. The phase space distribution in terms of the initial

locations of the atoms, x0 = x− vxt, will be

W0(x, vx, t) =
N0

πaxvT

exp

[
− v2

x

v2
T

− (x− vxt)
2

a2
x

]
. (4.25)

The time-of-flight spatial distribution is then

n(x, t) =

∫
W0(x, vx, t) dvx

=
N0√

π(a2
x + v2

T t2)
exp

( −x2

a2
x + v2

T t2

)
. (4.26)

The number of atoms as given by (4.23) is still valid in a time-of-flight measurement.

The equation for temperature becomes

T =
Mw2x2

p

2kb

1

(1/ω2
r + t2)

. (4.27)

ωr is the radial oscillation frequency of the CO2 laser trap. It becomes less impor-

tant as t increases, since t2 begins to dominate the 1/ω2
r + t2 term in (4.27), thus

diminishing the effect of the size of the CO2 laser trap on the measured tempera-

ture. The length of time the trap is allowed to expand is chosen so as to limit the
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optical depth of the atomic cloud, and varies from 400 µs to 1.2ms, though images

of very hot atoms are sometimes taken at 100 µs. As will be shown in Section 4.5.2,

ωr for our trap is 6600Hz, leading to values of 1/ωr = 24 µs. For a 100 µs time of

flight, 1/ω2
r is less than 6% of t2; for 400 µs, the percentage drops to less than 0.4%.

4.4.6 Effect of Fermi Statistics on Temperature Measure-

ment

As the trapped atoms are cooled to lower and lower temperatures, Fermi statistics

plays an increasingly important role. In this limit, the classical Gaussian distribu-

tion assumed in (4.11) is no longer valid. Instead, the Fermi distribution must be

taken into account.

Given the numbers and temperatures of the trapped atoms in our experiments,

the phase space density can be found using the semiclassical Thomas-Fermi approx-

imation [78]. In this approximation each point in phase space is given a position

r and a wavevector k. The density of states is then 1/(2π)3, and the total phase

space density is

W0(r,k) =
1

(2π)3

1

eβ(H(r,h̄k)−µ) + 1
. (4.28)

H(r, h̄k) is the single-particle Hamiltonian, β ≡ 1/kBT , and µ is the chemical

potential. As before, we can find the density distribution by integrating W0 over all

values of momentum p = h̄k. Given that W0(r,p) = W0(r,k)/h̄3,

n(r) =
1

(2πh̄)3

∫
d3pW0(r,p)

=
4π

(2π)6h̄3

∫ ∞

0

dp
p2

eβ(p2/2M+U(r)−µ) + 1
. (4.29)
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The analytical solution to integrals of this form involves both the Euler gamma

function Γ(x) and the polylogarithm function of order n, Lin(x):

∫ ∞

0

dε
εn−1

eβ(ε−µ) + 1
= −(1/β)nΓ(n)Lin(eβµ). (4.30)

Given (4.30), the density distribution becomes

n(r) = − 1

h̄3

(
MkbT

2π

)3/2

Li3/2

(
eβ(µ−U(r))

)
. (4.31)

To find the column density ñ(x, y), and from it the one-dimensional spatial

distribution, one must integrate (4.31). This task is made easier with use of the

series expansion of the polylogarithm function about x = 0,

Lin(x) =
∞∑

k=1

xk

kn
. (4.32)

The column density is then

ñ(x, y) =

∫
dz n(r)

= − 1

h̄3

(
MkbT

2π

)3/2 ∞∑

k=1

∫ ∞

−∞
dz

(eβµ)k

k3/2

(
e−βU(r)

)k

= − 1

h̄3

(
MkbT

2π

)3/2 ∞∑

k=1

(eβµ)k

k3/2

(
e
− x2

a2
x
− y2

a2
y

)k ∫ ∞

−∞
dz e

− kz2

a2
z

= − 1

h̄3

(
MkbT

2π

)3/2 ∞∑

k=1

(
eβµ−x2/a2

x−y2/a2
y

)k

k3/2

az

k1/2

= −az

h̄3

(
MkbT

2π

)3/2

Li2

(
eβµ−x2/a2

x−y2/a2
y

)
. (4.33)
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Similarly, the one-dimensional spatial distribution is

n(x) =

∫
dy ñ(x, y)

= −ayaz

h̄3

(
MkbT

2π

)3/2

Li5/2

(
eβµ−x2/a2

x

)
. (4.34)

The modification to (4.34) in time-of-flight measurements is straightforward, as

time of flight from a harmonic trap is equivalent to evolution in a time-independent

harmonic trap whose spatial variables are scaled appropriately [79]. For free expan-

sion the scaling is x → x/
√

1 + ω2
r t

2 and n(x) → n(x)/
√

1 + ω2
r t

2.

In practice, we first determine the number of trapped atoms using a Gaussian fit

to the time-of-flight data and (4.23). For the range of trapped atom temperatures

in our experiments, this produces at most a 1-2% error. Once that is done, we re-fit

the distribution using an equation based on (4.34),

C1D = A

Li5/2

(
e

βµ− x2

a2
x+v2

T
t2

)

Li5/2 (eβµ)
. (4.35)

Here A is used only as a fit parameter.

The programmatic version of (4.35) uses the series expansion of Li5/2. Since the

expansion in (4.32) is valid only for |x| < 1, outside that range we use an alternate

series expansion,

Lin(x) = Γ(1− n)

[
ln

(
1

x

)]n−1

+
∞∑

k=0

ζ(n− k) lnk(x)

k!
, (4.36)

where ζ(n) is the Riemann zeta function. For µ we use the approximation given in
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Ref. [78],

µ(T, N) =





−kBT ln

[
6
(

T
Tf

)3
]

T
Tf
≥ .556,

kBTf

[
1− π2

3

(
T
Tf

)2
]

T
Tf

< .556.

(4.37)

The Fermi temperature TF is calculated using the total number of atoms N in

both states, the Planck constant h, and the geometric mean of the trap frequencies

ν = (νxνyνz)
1/3:

TF =
1

kB

hν(3N)1/3. (4.38)

4.5 Measuring Trap Parameters

The measurements of temperature and number depend on the trap’s oscillation

frequencies, requiring that we determine those frequencies ahead of time. To do

so, we use two methods: we shake the trap from side to side, and we change the

intensity of the CO2 laser to excite the atoms parametrically. Both methods require

the use of the CO2 laser AOM described in Section 3.5.1.

4.5.1 Modification of the CO2 Laser Acousto-Optic Modu-

lator Driver

To shake the trap from side to side, the direction of the CO2 laser beam must be

changed. This can be done by varying the frequency of the rf power sent to the

AOM, since the direction of the first-order beam from an AOM depends on the rf

power’s frequency.

Since the CO2 laser AOM rf driver (model GE-4050 from IntraAction Corpo-

ration) has no frequency modulation capabilities, we modified it as shown in Fig-
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Figure 4.10: The modification made to the GE-4050 driver for the CO2 laser AOM.
The on-board oscillator was detached from the rf multiplier, and a BNC added to
the front of the driver box. The appropriate rf frequency is fed to the multiplier
through the BNC connection.

ure 4.10. The GE-4050 consists of an oscillator section, which produces +7 dBm of

40MHz rf power, and a multiplier section, which uses a model SRA-1 MiniCircuits

amplifier to amplify the rf signal to up to 50W. We disconnected the oscillator

section from the multiplier section and instead connected the multiplier section to

a BNC on the driver’s front panel. The low-power rf signal is generated by an

Agilent E4420B rf signal generator, which can produce frequencies from 250 kHz to

2GHz. That rf signal is fed to the multiplier section through the new BNC input

on the driver’s front panel. The multiplier section has a maximum power rating of

around +7dBm, while the E4420B is capable of producing +13 dBm of rf power.

To prevent damage to the multiplier section, two resistors are added to halve the

power from the E4420B.

The AOM is placed directly after the CO2 laser’s output. Diffraction efficiencies

of 80-85% into the first order can be achieved, though losses due to partial absorption

of the CO2 laser beam by the crystal drop the overall efficiencies to 73-78%. The

AOM causes astigmatism in the diffracted beam due to thermal lensing in the AOM

crystal. To correct this astigmatism, following the AOM are two 2.0 in. focal length
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cylindrical lenses oriented so that they focus in the vertical direction.

4.5.2 Shaking the Trap

To determine the trap’s radial frequencies, we shake the trap from side to side. This

is done by sinusoidally varying the rf frequency from the E4420B rf signal generator

by ±6 kHz. This frequency modulation (FM) of the rf power driving the AOM

produces position modulation at the trap, as described in Section 3.2.2. Atoms in

the trap are heated most strongly when the modulation frequency matches one of

the trap’s radial. Once the trap has been shaken, the strength of the heating is

determined using release and recapture methods, in which the CO2 laser power is

turned off for a brief moment,4 then turned on again. The higher the temperature of

the trapped atoms, the further they will move during the period in which the CO2

laser power is zero. If they move sufficiently far during that period, they will not

be recaptured by the CO2 laser trap when the laser power is restored. The number

of atoms remaining in the trap after release and recapture is thus a measure of how

high the atoms’ temperature was: the fewer the atoms, the hotter their temperature.

The best results are achieved using cold atoms, since they are in the harmonic

potential near the trap’s bottom. Accordingly, the first step in measuring the trap

frequencies by shaking the trap is to evaporatively cool the atoms, as explained in

Chapter 5. Following that, FM of the AOM driving power occurs for 1 s. During

that time the modulation frequency is linearly decreased by 10Hz. This is done

because, as the atoms’ energy increases, the resonance frequency of the trap for

those atoms decreases. Once FM is completed, the CO2 laser is turned off for

4The CO2 laser power is turned off by turning off the rf signal from the E4420B. This results
in no driving power reaching the AOM, and hence no power in the first-order beam.
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Figure 4.11: A graph of the atomic fluorescence, and thus number of atoms remain-
ing, after the trap is shaken as a function of modulation frequency. The frequency
given is the initial modulation frequency before the 10Hz linear sweep begins.

500 µs, then turned on once more. Finally, the number of atoms remaining in the

trap are measured by fluorescence measurement. This process is repeated for various

FM frequencies.

Figure 4.11 shows a graph of PMT signal (and thus the number of atoms re-

maining in the trap) as a function of initial modulation frequency. The drop in

signal at 6.5 kHz can be clearly seen. To determine the final frequency, we used

frequency steps of 25Hz around 6.5 kHz and reduced the FM sweep to 1Hz. In ad-

dition, Mike Gehm’s Monte-Carlo simulation of the modulation by showed that the

measured frequency should be approximately 10% less than the actual frequency;

this frequency shift was theoretically confirmed in a later paper by Jáuregui [80].

The final value of the radial resonance frequency was 6.6 kHz.
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4.5.3 Parametric Resonance

Shaking the trap from side to side gives very clear and direct results, with high

signal-to-noise ratios. Unfortunately, shaking the trap from side to side is not a good

way of determining the axial trap frequency. Instead, we use intensity modulation

to determine the axial trap frequency, as intensity fluctuations can affect all three

of the trap axes. The intensity modulation will parametrically excite atoms in the

trap if the frequency of the intensity noise is equal to twice that of a trap frequency,

as shown in Section 3.2.1. This method of determining trap parameters is known

as parametric resonance [21].

The experimental procedure for parametric resonance is the same as for shaking

the trap, with three changes. One, the AOM’s driving power is amplitude modulated

rather than frequency modulated, so that the CO2 laser intensity is modulated. The

amplitude modulation (AM) depth is 5% of the maximum intensity, and occurs for

1 s. During that time the modulation frequency is linearly decreased. The amount

by which it decreases can be from 100 Hz to 1 Hz; we begin with a wide sweep in

order to find the rough location of the resonances, then narrow the sweep to better

pinpoint them. Two, because the amplitude is being modulated sinusoidally, the

central value of laser intensity must be lower than 100%. Otherwise, part of the AM

will be truncated. We use a central CO2 laser intensity of 85%, which changes the

measured frequencies by a factor of
√

.85 = .92. Three, instead of performing release

and recapture, we cut the CO2 laser power to ten percent of maximum. Because

the trapping potential is harmonic only near the bottom of the well, we believe the

resonance frequencies are most accurately determined if the loss of atoms from the

well’s bottom tenth is measured. Thus, the well depth is lowered to ten percent of

its maximum value and held there long enough for atoms that were trapped higher
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Figure 4.12: A graph of the number of atoms remaining after parametric resonance
as a function of initial AM frequency.

in the well to escape the trapping region. After that the number of atoms in the

well’s bottom tenth is measured via fluorescence measurement.

Figure 4.12 is a graph of the number of atoms remaining in the bottom tenth

of the trap as a function of initial AM frequency. The largest dip occurs at 450Hz.

Because parametric resonance, like heating due to intensity noise, occurs at 2νtr, the

actual axial frequency as indicated by the figure is (450/2)/.92 = 245 Hz. However,

we have reason to believe that this is inaccurate. Monte Carlo simulation by Michael

Gehm has shown that the resonance frequency of a Gaussian trap as measured

by parametric resonance is noticeably lower than what would be measured in a

harmonic trap. The shift depends on the atomic temperature, and arises because

the restoring force in a Gaussian trap decreases as the radius increases. An analytic

treatment is given in Ref. [80]. Another estimate of the axial frequency can be

found by measuring the beam spot size at the trap and using (3.11) to find ωz.
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Measurements of the beam’s power, size, and radial frequency show that the beam

1/e2 intensity radius at the trap is r0 = 47 µm, and its trap depth is U0 = 690 µK.

Since the beam is Gaussian, its radius and Rayleigh length are related by z0 =

πr2
0/λ. Using these figures, we see that z0 = 660 µm and ωz = 340 Hz.



Chapter 5

Evaporative Cooling to
Degeneracy

The basic process of evaporation is familiar to anyone who has ever drunk a cup of

hot liquid such as coffee. Over time, water molecules in the coffee are able to escape

as steam, changing from a liquid to a gaseous state. Because these molecules have

high energies, they take with them an amount of energy that is appreciably greater

than the average energy of the molecules that remain behind. As the high-energy

water molecules escape, the coffee’s temperature decreases due to rethermalization

of the remaining molecules.

The concept of evaporation can be generalized to any process in which energetic

particles confined by a finite potential escape that potential. When the escape

of particles is coupled with collisions among the remaining bound particles, which

redistribute the particle’s energy, cooling occurs. This simple concept has led to

dramatic results in cold atom experiments, most notably the observation of Bose-

Einstein condensation.

There are two keys to evaporation as a cooling process: the most energetic

atoms must be preferentially removed, and the remaining atoms must experience

elastic collisions in order to rethermalize. Removal of the most energetic atoms

ensures that the departing atoms carry with them an amount of energy greater

125
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Figure 5.1: How evaporation works to cool atoms. In a) the high-energy tail of
a Maxwell-Boltzmann distribution is removed, truncating the maximum allowed
energy. After the remaining atoms are allowed to collide and rethermalize, a new
Boltzmann distribution forms, one with a lower average energy as shown in b).

than the average. The greater the removed atoms’ energy, the more effective the

evaporation. Elastic collisions are necessary in order to redistribute the thermal

energy of the remaining atoms. Without them, the energy distribution of the bound

atoms would not change, and evaporation would merely lead to a loss of atoms

without a concurrent decrease in temperature and increase in phase space density.

The atoms’ energy distribution is initially a Maxwell-Boltzmann one, in which the

probability of particles having an energy E is proportional to exp(−E/kBT ). After

atoms with an energy E > Et are removed and as the atoms rethermalize, collisions

serve to produce more higher-energy atoms which can then be removed in turn. As

this process continues and the temperature T decreases, fewer and fewer atoms are

scattered into the high-energy tail of the Maxwell-Boltzmann distribution, since the

probability of an atom having an energy greater than Et decreases as exp(−Et/kBT ).

Eventually evaporation will stagnate, and the atomic sample will cease to cool.

Evaporation can continue if Et is lowered, removing atoms with less and less

energy. If Et is lowered appropriately, a balance can be maintained between the

two extremes of stagnant evaporation and the removal of atoms with too low of an
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energy to cool the remaining atoms effectively. The usual process, then, is to follow

free evaporation, in which Et is held constant, with forced evaporation, in which Et

is lowered.

Evaporative cooling of neutral alkali atoms in magnetic traps led to the ob-

servation of Bose-Einstein condensation (BEC) in 1995 [1, 2, 3]. The evaporation

threshold Et in a magnetic trap is set using rf-driven transitions [81]. An rf field

flips the spin of trapped atoms that have sufficient energy, and since magnetic traps

can only trap atoms with the proper spin, the spin-flipped atoms are no longer

trapped and can escape. The energy selectivity of the rf transition comes from the

Zeeman shift of the trapped atoms, which varies with the atoms’ potential energy.

Changing the frequency of the rf field changes Et, allowing forced evaporation to

occur.

A different approach must be used for atoms trapped in an optical trap, as

optical traps can confine atoms in any spin state. Et is equal to U0, the optical trap

depth, and is therefore changed by lowering the power of the laser beam(s) forming

the optical trap and hence U0. If the trap depth is lowered adiabatically, no heating

occurs.

This chapter will develop the tools, both theoretical and experimental, required

for evaporative cooling in our CO2 laser trap. The kinetic theory of evaporation

will be explained. The theory models the evaporative process using a Boltzmann

equation, as developed in Ref. [82] and extended by Ken O’Hara [26]. The theory

requires the assumption of sufficient ergodicity, in which the phase space distribution

depends only on the single-particle Hamiltonian due to the ergodic motion of the

trapped atoms. The result is a Boltzmann equation that takes into account both

the fermionic nature of our trapped atoms and the time-dependent trap depth U(t).
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While the Boltzmann equation fully describes the evaporative process, its solu-

tion requires numerical integration which can take a day or more. To provide an

estimate of the number of atoms remaining after evaporation and their temperature,

and also to give a better physical understanding of the evaporative process, we have

developed scaling laws for the phase-space density, number, and elastic collision

rate as a function of the well depth. The derivation of these scaling laws will be

provided, and those scaling laws used to determine how the trap depth should be

lowered over time.

In earlier chapters I discussed the various ground states of 6Li, and why some

were more desirable to trap and cool than others. We found a mixture of the |1〉 and

|2〉 states to be ideal. In this chapter the |1〉 − |2〉 mixture will be further explored.

Its scattering length a12 is zero when there is no magnetic field, so in order to

provide the elastic collisions necessary for rethermalization a magnetic field must

be applied. How we do that will be explained.

The CO2 laser optical setup as earlier outlined cannot be used for evaporation,

as there is no way to lower the laser power. In this chapter we add an acousto-optic

modulator (AOM) in the CO2 laser beam path. The AOM allows us to vary the

power of the CO2 laser beam by varying the rf power applied to the AOM crystal.

In addition, we add a movable mirror which serves to remove the retroreflected

beam, as the retroreflected beam will present difficulties during evaporation.

While the AOM allows the CO2 laser power to be varied, it does so at a cost.

As the rf power to the AOM is changed, the angular direction of the beam varies,

causing it to be clipped by lens mounts and the edges of the ZnSe window leading

into the vacuum system. We have attempted to prevent the variation from occurring

using two methods, as outlined in this chapter: imaging the beam as it emerges from
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the AOM, and changing the frequency of the AOM rf power to alter the angular

direction of the beam and cancel the uncontrolled angular deviation.

Finally, with all of these tools in place, we can cool 6Li into the degenerate

regime. Over the course of sixty seconds, the CO2 laser power is decreased, then

brought back to its maximum. The atoms are cooled to a temperature of T/TF =

0.48, well into the degenerate regime.

5.1 Boltzmann Equation Approach to Evapora-

tion

A kinetic theory model of evaporation using a Boltzmann equation and the assump-

tion of sufficient ergodicity was developed in Ref. [82]. This treatment considered

evaporation of a single-component classical gas from a fixed-depth trap. In the ex-

periments described in this dissertation, a two-component gas is cooled in a Gaus-

sian trap whose depth is lowered in order to maintain evaporative cooling. The

atoms are cooled to the point that Fermi statistics begin to have a noticeable effect.

Ken O’Hara extended the theory from Ref. [82] to take into account the Gaussian

trap of varying depth, the two states of the trapped atoms, and the atoms’ Fermi

statistics [26]. Here I will present the basic results of his extended theory.

5.1.1 Density of States in the Optical Trap

In what follows we will need to know the density of states in the optical trap. The

temperature of atoms confined in our experiments is large enough that it is useful

to treat the discreet states of the optical trapping potential U(r) as if they form a
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continuum. In this case, the density of states D(ε) will be

D(ε) =
1

(2πh̄)2

∫
d3r d3p δ

(
ε− p2

2M
− U(r)

)
(5.1)

=
2π(2M)3/2

(2πh̄)3

∫

U≤ε

d3r
√

ε− U(r), (5.2)

where integration of the momentum integral has limited the spatial integral to those

values of r for which U(r) ≤ ε. D(ε)dε is the number of states which have energies

lying between ε and ε + dε.

The potential for a focused Gaussian beam, as shown in (3.7), is Gaussian in

the x and y directions and Lorentzian in the z direction. To simplify matters,

the Lorentzian dependence along z will be approximated by a Gaussian. In this

approximation, the potential of the CO2 laser trap is

U(r, t) = U0(t)

[
1− exp

(
x2

a2
− y2

b2
− z2

c2

)]
, (5.3)

where U0(t) is the time-dependent trap depth and a, b, and c are the 1/e2 intensity

radii in the x, y, and z directions. Here I have not assumed that the beam is

cylindrically symmetrical, as was assumed in (3.7). In the limit that x ¿ a, y ¿ b,

and z ¿ c, the potential is approximately harmonic, with frequencies of e.g. ωx =
√

2U0(t)/(Ma2).

Given (5.3), the density of states then becomes

D(ε) = Dho(ε)g1(ε). (5.4)
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Dho(ε) ≡ ε2/(2h̄3ωxωyωz) is the density of states for a harmonic oscillator and

g1(ε) =
16

πβ2

√
α3(1− β)

∫ 1

0

du u2
√

eα(1−u2) − 1, (5.5)

where β ≡ ε/U0(t) and α ≡ − ln(1− β).

5.1.2 The Boltzmann Equation and the Ergodic Assump-

tion

Evaporation of atoms from a trap with a potential U(r, t) involves the rethermal-

ization of an atomic gas, with atoms in the high-energy tail of the atomic energy

distribution escaping from the trap. The phase space distribution of the trapped

atoms f(r,p, t) evolves over time as the atoms collide, rethermalize, and in some

cases gain enough energy to escape. If the atoms which have an energy ε that

is greater than the trap energy εt escape the trap without experiencing another

collision, as is the case in our system, the evolution of the phase space density is

described by the Boltzmann equation [83],

(
p

M
·∇r −∇rU(r, t) ·∇p +

∂

∂t

)
f(r,p, t) = I(r,p). (5.6)

I(r,p) describes how the atoms collide. In general this term is given by

I(r,p1) =− 1

2

∑
p2,p3,p4

R(p1p2 → p3p4)f(r,p1)f(r,p2)

+
1

2

∑
p2,p3,p4

R(p3p4 → p1p2)f(r,p3)f(r,p4), (5.7)
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where R(pipj → pkpl) is the rate for atoms with initial momenta pi and pj to

scatter into states with momenta pk and pl.

Equation (5.6) can be simplified by the assumption of “sufficient ergodicity.”

The basis of this assumption is that the phase space distribution f(r,p, t) depends

only on the single-particle Hamiltonian H(r,p, t) = p2/2M + U(r, t), due to the

motion of the trapped atoms being ergodic. In this assumption the phase space

density is

f(r,p, t) =

∫
dε δ

(
ε− p2

2M
− U(r, t)

)
f(ε, t)

=

∫
dε, δ (ε−H(r,p, t)) f(ε, t). (5.8)

f(ε, t) is the occupation number for trap eigenstates with energy ε at a time t. The

number of atoms whose energy lies between ε and ε + dε is f(ε)D(ε)dε.

To simplify the Boltzmann equation in light of the condition of sufficient ergod-

icity, we apply (2πh̄)−3
∫

d3r d3p δ (ε− p2/2M − U(r, t)) to both sides of (5.6). On

the left-hand side of the equation, the gradient terms sum to zero [82], leaving

∫
d3r d3p

(2πh̄)3
δ

(
ε− p2

2M
− U(r, t)

)
∂

∂t
f(r,p, t). (5.9)

The time derivative of f may be found using two facts. One, f(r,p, t) =

f(H(r,p, t)). Two, the only part of the Hamiltonian that is explicitly time-

dependent is the trap potential U(r, t), since the trap potential will be decreased
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during forced evaporative cooling. Using these facts,

∂f(H)

∂t
=

∂f

∂H
∂H
∂t

+
∂f

∂t

=
∂f

∂ε
U̇ +

∂f

∂t
. (5.10)

Applying this result to (5.9) and using the density of states from (5.1) gives

∫
d3r d3p

(2πh̄)3
δ (ε−H(r,p, t))

(
∂f

∂t
+

∂f

∂ε
U̇

)

= D(ε)
∂f

∂t
+

∫
d3r d3p

(2πh̄)3
δ (ε−H(r,p, t))

∂f

∂ε
U̇

= D(ε)

(
∂f

∂t
+

∂f

∂ε
〈U̇(r, t)〉ε

)
. (5.11)

Here 〈U̇(r, t)〉ε is the ergodic average of U̇ , and is defined as

D(ε)〈U̇(r, t)〉ε ≡
∫

d3r d3p

(2πh̄)3
δ (ε−H(r,p, t)) U̇(r, t). (5.12)

On the right-hand side of (5.6), the collision integral becomes [26,84]

Mσ

π2h̄3

∫
dε1 dε2 dε3 δ(ε1 + ε2 − ε3 − ε)D(εmin)

× {f(ε1)f(ε2)[1− f(ε3)][1− f(ε)]

− f(ε3)f(ε)[1− f(ε1)][1− f(ε2)]}, (5.13)

where εmin is the smallest of ε1, ε2, ε3, and ε. The effect of Fermi statistics is taken

into account by the various factors of [1− f(ε)], since as the occupation number for

a given energy approaches unity the probability for a fermion to scatter into that

energy state vanishes.
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Combining (5.11) and (5.13) give the Boltzmann equation in the ergodic ap-

proximation,

D(ε)

(
∂f(ε, t)

∂t
+

∂f(ε, t)

∂ε
〈U̇(r, t)〉ε

)
=

Mσ

π2h̄3

∫
dε1 dε2 dε3 δ(ε1 + ε2 − ε3 − ε)D(εmin)

× {f(ε1)f(ε2)[1− f(ε3)][1− f(ε)]

− f(ε3)f(ε)[1− f(ε1)][1− f(ε2)]}.
(5.14)

A computer program written by Ken O’Hara integrates (5.14) using a fourth-order

Runga-Kutta algorithm with an adaptive step-size. Using this program we can

determine the expected temperature for a given set of initial conditions, though the

set of initial conditions that can be considered is limited by the day or so that the

integration program takes to run.

5.1.3 Scaling Laws

In order to provide physical insight and to give an estimation of the number of atoms

remaining after forced evaporation and their temperature, we have developed scaling

laws for the phase-space density, number, and elastic collision rate as a function of

the well depth. Comparison of these laws with integration of (5.14) shows excellent

agreement between the two.

Integration of (5.14) shows that free evaporative cooling stagnates at temper-

atures that are around 1/10 of the well depth. If, during forced evaporation, the

trap depth is lowered slowly and the elastic collision rate is high enough, the atoms’

temperature will remain at approximately kBT/U = 1/10. In what follows, we will

therefore assume that the atoms are first evaporatively cooled to a given ratio of well
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depth to temperature η ≡ U/kBT , which they will then maintain as the trapping

potential is adiabatically lowered. For η ' 10 we can approximate the Gaussian

trapping potential as being harmonic and use the harmonic density of states.

To determine the scaling laws, we first must determine the rate of energy loss

from the trap.1 As the atoms evaporate, they will have an average energy of U +

αkBT , where 0 ≤ α ≤ 1 [82]. From the s-wave Boltzmann equation, α ≡ (η −
5)/(η − 4) [85]. The energy loss arising from evaporation is equal to the rate at

which atoms leave the trap times their average energy, Ṅ(U + αkBT ). In addition,

since the trap is being lowered adiabatically at a rate U̇ , the energy will change

due to the changing potential energy. The average potential energy in a harmonic

potential is E/2, so the rate of change of the potential energy will be (U̇/U)E/2.

The total rate of change in energy is then

Ė = Ṅ(U + αkBT ) +
U̇

U

E

2
. (5.15)

In the classical limit, E = 3NkBT . In this limit the time rate of change of the

internal energy can be written as

Ė =
∂E

∂T
Ṫ +

∂E

∂N
Ṅ

= 3NkBṪ + 3kBTṄ. (5.16)

Since we are assuming that the atoms remain at a constant η, we can replace kBṪ

1Energy loss due to background gas collisions will be neglected at first, as they do not change
the derivation of the scaling laws.
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with U̇/η. Equating (5.15) and (5.16) and substituting in for E and T then gives

Ṅ

(
U + α

U

η

)
+

3

2

U̇

η
= 3N

U̇

η
+ 3

U

η
Ṅ. (5.17)

Solving (5.17) gives the scaling law for the number of atoms,

N

Ni

=

(
U

Ui

) 1
2

3
η′−3

, (5.18)

where i denotes the initial conditions after free evaporation and stagnation, N =

N(t), U = U(t), and η′ = η + α = η + (η − 5)/(η − 4).

For a classical harmonic oscillator potential, the phase space density is

ρ = N

(
hν

kBT

)3

, (5.19)

where ν = ν(t) ∝ √
U is the geometric mean of the trap oscillation frequencies.

Using (5.18) gives the scaling law for phase space density,

ρ

ρi

=

(
Ui

U

) 3
2

η′−4
η′−3

=

(
Ni

N

)η′−4

. (5.20)

For an energy-independent cross section, γ = γ(t) ' n0v̄σ, where n0 ' N/a3

is the peak spatial density, v̄ =
√

8kBT/πM ∼
√

U/η is the average velocity, and

a3 denotes the size of the atomic cloud. However, the cloud size stays fixed during

evaporation, so that n0 ∼ N . Thus γ ∼ N
√

U . Using (5.20) to remove the N

dependence from γ gives the collision rate scaling law:

γ

γi

=

(
U

Ui

) 1
2

η′
η′−3

. (5.21)
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All of these scaling laws neglect background gas collisions. Such collisions can

be treated by modifying (5.15): a loss rate of −ΓbgE is added and Ṅ is replaced

with Ṅevap = Ṅ + ΓbgN . With these changes, the scaling laws become

N

Ni

=

(
U

Ui

) 1
2

3
η′−3

e−Γbgt, (5.22)

ρ

ρi

=

(
Ui

U

) 3
2

η′−4
η′−3

e−Γbgt =

(
Ni

N

)η′−4

e−Γbg(η′−3)t, (5.23)

and

γ

γi

=

(
U

Ui

) 1
2

η′
η′−3

e−Γbgt, (5.24)

where t is the length of time for which the potential is lowered.

From the scaling laws and evaporation rate we can derive the time dependence

of the trap depth, subject to the condition that the atoms remain at fixed and large

η. To lowest order in exp(−η), and neglecting background collisions, the rate of

atom loss due to evaporation is given by the s-wave Boltzmann equation as

Ṅ = −2(η − 4) exp(−η)γN. (5.25)

Using both this equation and (5.21), and differentiating (5.18) gives the time de-

pendence of the well depth:

U(t) =
Ui

(1 + t/τ)β
, (5.26)
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where the exponent β is given by

β =
2

η′
(η′ − 3) (5.27)

and the time constant τ is given by

1

τ
=

2

3
η′(η − 4)γie

−η. (5.28)

For a two-state 50-50 mixture of fermions, the initial elastic collision rate is γi =

πNiMσν3
i /(kBT ), where νi is the initial geometric mean of the trap oscillation

frequencies.

5.2 The |2〉 − |1〉 Mixture

As explained in Section 2.6, we evaporatively cool a mixture of atoms in the |1〉
and |2〉 states. These states exhibit no s-wave spin-exchange collisions. Since both

states comprise the |F = 1/2〉 manifold of hyperfine states, preparation of the atomic

sample in the two states is readily achieved by using pumping light resonant with

transitions from the |F = 3/2〉 ground states to empty the |F = 3/2〉 level. This

pumping light will excite atoms in the |F = 3/2〉 states until they decay into the

|1〉 and |2〉 states and are no longer excited by the laser beam. The experimental

details of this procedure are covered in Section 3.4.6.

The scattering length a12 for the |1〉 − |2〉 mixture as a function of magnetic

field B is shown in Figure 5.2. One remarkable feature of a12 is that it is zero at

B = 0, and increases as the magnetic field strength increases. While this requires

that a magnetic field be present in order for interactions, and thus evaporation,
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Figure 5.2: How the scattering length a12 for the states |1〉 and |2〉 varies with low
magnetic field.

to take place, it also provides a convenient way of turning on and off interactions

between the atoms. In the experiment we provide the necessary magnetic field using

the same coils that provide the MOT gradient field. A mechanical relay reverses

the direction of current in one of the coils, changing their configuration from anti-

Helmholtz to Helmholtz. Those coils produce ∼ 130 G of magnetic field, resulting

in a scattering length of a12 ' −100 a0.

At much higher magnetic fields, near B = 850 G, the |1〉 − |2〉 mixture exhibits

a Feshbach resonance. In that region, the scattering length varies widely over a

∼ 200 G range of B. We are currently constructing coils that will allow us to

produce magnetic fields of nearly 1100G in the region of the CO2 laser trap and

thus explore the Feshbach resonance and resonance superfluidity.
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5.3 Additions to the Optical Setup

Before evaporative cooling of the trapped atoms can occur, the CO2 laser optical

setup as detailed in Section 3.5.1 must be altered. For one thing, the CO2 laser’s

intensity must be varied in order for evaporation not to stagnate over time. For

another, the retroreflected CO2 laser beam needs to be blocked before CO2 laser

intensity is lowered, as variations in the direction of the front-going beam will be

mirrored in the opposite direction by the rooftop mirror, exacerbating any heating

due to position fluctuations.

5.3.1 Acousto-Optic Modulator

In order to vary the CO2 laser beam intensity, we use an acousto-optic modulator

(AOM) that is designed to deflect 10.6 µm light. The AOM used was first described

in Section 3.5.1; I will only describe some of its features here.

As with the AOMs used with 670 nm light, the CO2 laser AOM scatters a certain

percentage of the input light into higher-order diffracted beams. By varying the

alignment of the AOM crystal with respect to the incoming beam, the efficiency

with which light is scattered into the first-order beam can be maximized. Changing

the power and frequency of the radio frequency (rf) power sent to the crystal can

in turn alter the first-order beam produced by the AOM. If the frequency of the rf

power is changed, the direction of the first-order beam will change. If the amplitude

of the rf power is decreased, the power scattered into the first-order beam similarly

decreases, though the relationship is not linear. It is the latter effect which we use

to lower the depth of our CO2 laser trap during forced evaporation.

The AOM crystal is made of Ge, which is opaque to visible light and has a larger

absorption coefficient than ZnSe. Its absorption is highly sensitive to temperature,
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Figure 5.3: Location of the water-cooled plates which in turn cool the AOM
crystal. In the figure, the laser beam propagates out of the plane of the page.

increasing as the Ge heats. The major source of heat in the crystal is the 50W

of rf power, which must be dissipated after passing through the crystal. The heat

has two noticeable effects on the first-order beam: it causes beam ellipticity and

changes beam direction.

As far as we have been able to determine, the ellipticity is due to thermal lensing,

in which a temperature gradient across the Ge crystal focuses the beam. The AOM

crystal is water-cooled by a closed water loop system that maintains a constant

temperature of 15 ◦C. The cooling only occurs on the top and bottom faces of the

crystal, since its other faces are the input and output faces for the laser beam and for

the sound waves. This produces a different temperature gradient across the crystal

in the vertical and horizontal directions, which leads to different rates of focusing

in the two directions. The result is an elliptical first-order beam. To correct the

ellipticity, two 1.969 in. focal length cylindrical lenses are placed after the AOM.

The cylindrical lenses change the divergence of the first-order beam in the vertical

direction, keeping the beam from becoming elliptical. As the rf power is lowered

these lenses no longer work correctly, since the difference between the temperature

gradients in the vertical and horizontal directions lessen as the amount of heat

produced by the rf power changes. The result is a beam which becomes more
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elliptical as the rf power is lowered, resulting in a decrease in the product of the

trap frequencies νxνyνz.

As the rf power is lowered, the direction of the first-order beam changes as well.

The likely cause of this is the change in the index of refraction of Ge as the crystal

temperature changes. Measurements made as the rf power is decreased show that

the angle at which the first-order beam leaves the AOM changes by 2.8mrad as

the rf power is varied from the maximum to near its minimum. Since the first-

order beam is expanded by a ×10 telescope, this angular deviation results in a

linear displacement of nearly one inch at the telescope’s final lens. How we have

attempted to compensate for this deviation is the subject of Section 5.4.

The amplitude voltage is controlled by an Agilent 33120A arbitrary waveform

generator, the output of which is filtered by a low-pass filter with a time constant

of 0.2 s. The generator allows the CO2 laser power to be varied arbitrarily. Agilent

Intuilink software transmits a requested waveform to the 33120A from the Dell

Precision 420 computer, which is also used to control the timing system. The

actual waveform is generated by a Perl script; Perl was chosen for its advanced

file-writing capabilities. Given a waveform’s mathematical shape, the Perl script

writes a file, which can then be read by the Intuilink software.

The amount of power scattered into the first-order beam does not vary linearly

with the driving rf power. In addition, how the deflected power and the rf power

are related depends on how fast the rf power is varied due to thermal effects. Ex-

perimentation has shown that, for a linear ramp of rf power from a full 50W to

0W, the deflected CO2 laser power as a function of rf power does not change once

the ramp takes 10 s or longer. This time scale fits well with our experiments, as we

lower the CO2 laser power relatively slowly. Even if the trap is initially lowered at
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Figure 5.4: The AOM voltage as a function of CO2 laser power, both normalized
to 1. A normalized AOM voltage of 1 corresponds to an actual voltage of 4.54 V.

a fast enough rate that thermal effects become important, the rate of lowering will

quickly slow, allowing the thermal effects to become negligible once more.

Since we wish to specify the CO2 laser power, we measure Pl(VAOM), the CO2

laser power as a function of the amplitude voltage fed to the CO2 laser AOM, then

invert the graph to give VAOM(Pl), as shown in Figure 5.4. Using VAOM(Pl) we

can determine what voltage should be fed to the AOM in order to produce a given

amount of CO2 laser power. To measure the CO2 laser power, we use the infrared

detector and setup shown in Figure 3.4. A 10 s voltage ramp is applied to the

AOM over three ranges: from 100% of the maximum allowed voltage to 0, from

roughly 20% to 0, and from 7% to 0. These voltage ranges roughly correspond

to ramps beginning at 100%, 10%, and 1% of the maximum deflected CO2 laser

power, respectively. For the 20% ramp one of the CaF2 attenuators is removed

from before the infrared detector; for the 7% ramp both attenuators are removed.

In this manner a very accurate measurement of Pl(VAOM) can be made over several



144 CHAPTER 5. EVAPORATIVE COOLING TO DEGENERACY

(a) (b)

Figure 5.5: (a) A front view of the flat mirror which can be lowered to block the
rooftop mirror, removing the retroreflected beam. (b) A cross-sectional view of the
rooftop mirror as it is partially blocked by a lowered mirror. The two lines with
arrowheads represent the edges of the expanded CO2 laser beam. One side of the
beam is blocked as it travels towards the rooftop mirror; the other side is blocked
after it is flipped by the rooftop mirror.

orders of magnitude. Both the applied voltage VAOM(t) and the CO2 laser power

Pl(t) are recorded on a Tektronix TDS644B oscilloscope. Six scans are taken for

each ramp and the results averaged. Once the measurements have been made,

the data is scaled from 0-1, plotted parametrically and then fitted to an nth-order

polynomial, giving VAOM(Pl). First the 100% ramp is fitted. Once that is done,

the starting values of the 20% ramp can be determined from the first fit. Then the

20% ramp can be fitted, and its fit used to determine the starting values of the

7% ramp. The resulting VAOM(Pl) is piecewise-continuous and accurate down to

∼ 0.0001Pmax.

5.3.2 The “Chopper”

The angular deviation of the first-order beam from the AOM as the rf power is

lowered makes it crucial that the retroreflected CO2 laser beam be blocked before

forced evaporation begins. Otherwise, we risk having one trap evolve into two

potentially separate traps during the course of forced evaporation, dividing our
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Figure 5.6: Calculated image plots of the CO2 laser beam after being occluded by
the flat mirror. In each successive plot the flat mirror has been lowered further.

sample of atoms. At the same time, removal of the retroreflected beam must not

disturb the trapped atoms.

The simplest method of removing the beam is to block the rooftop mirror with

a flat mirror, deflecting the CO2 laser beam as it first exits the vacuum system and

preventing it from being retroreflected. Such a mirror could be raised above the

rooftop mirror for much of the experiment, then lowered when the retroreflected

beam needed to be removed. Figure 5.5 shows a front view of a flat mirror that can

be lowered to block the rooftop mirror. The figure also shows how the CO2 laser

beam is affected by the flat mirror. In the process of retroreflecting the CO2 laser

beam the rooftop mirror also flips the beam about an axis that is 45◦ from both

the horizontal and vertical axes. This is equivalent to transforming the original

profile such that x → y and y → x. Therefore, as the flat mirror begins to occlude

the rooftop mirror, the CO2 laser beam is cut from two sides at once, as if by two

mirrors at right angles to each other. One side will encounter the flat mirror as

it propagates towards the rooftop mirror; the other side, when it has been flipped

by the rooftop mirror. Figure 5.6 shows the profile of the retroreflected CO2 laser

beam as the flat mirror is lowered.

Fortunately, the retroreflected beam is focused into the trap region by a lens.
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Figure 5.7: One-dimensional slices through the middle of the Fourier-transformed
occluded beam. The graphs correspond to the beam profile at the trap due to the
various occluded beam profiles in Figure 5.6. Intensity is given in units of the peak
intensity I0 before occlusion begins.

When a collimated beam passes through a lens, its profile at the lens focus is

the Fourier transform of its profile at the lens itself. The Fourier transform of a

Gaussian beam is Gaussian; the Fourier transform of a clipped Gaussian beam is

nearly Gaussian, with most of the deviations occurring in the wings of the Gaussian.

Figure 5.7 contains graphs of the middle of the beam at the trap region due to the

various occluded profiles in Figure 5.6. The irregularities in the Fourier-transformed

beam occur where there is little CO2 laser power, and thus correspond to points

where the trapping potential is low, i.e. near the top of the trapping potential. If

the atoms are allowed to cool evaporatively prior to the mirror being lowered, then

none of the atoms will be near the top of the trapping potential. From the atom’s

standpoint, the trap will smoothly evolve to a single-beam trap.

To lower the mirror, we constructed the “Chopper.” The Chopper consists of a

carriage that is situated behind the rooftop mirror and rides up and down on rails,

a long arm that passes to one side of the rooftop mirror, and a flat mirror attached

to the end of the long arm. The carriage is controlled by an air-filled dashpot. A

dashpot is made from a piston that slides in a cylinder filled with either air or oil,

and is the mechanical impedance element, analogous to a resistor in an electrical



5.3. ADDITIONS TO THE OPTICAL SETUP 147
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Figure 5.8: The Chopper. (a) A top view of the Chopper as it is placed around
the rooftop mirror. (b) A schematic of the Chopper as viewed from behind.

circuit. When a force is applied to it, a dashpot produces a viscous damping force

equal to Fdash = −µv, where µ is the dashpot’s damping coefficient and v is the

piston’s velocity. As shown in Figure 5.8, the carriage and attached dashpot are

aligned vertically. When the carriage is released from the top position, gravity pulls

it down. It speeds up until such time as the damping force from the dashpot equals

that of gravity, causing the mirror to move at a constant velocity and smoothly

occlude the retroreflected CO2 laser beam. A knob on the dashpot controls how

quickly air is forced from the cylinder, thus altering µ. The knob is set so that the

mirror takes about five seconds to travel from its top position to its final position in

front of the rooftop mirror. To raise the carriage, the dashpot’s piston is filled with

compressed air from a tank. Airflow is controlled by a solenoid valve. Electronics

allow this valve to be open or closed by a TTL logic signal. When compressed air

flows into the dashpot, the resulting pressure raises the carriage to its upper position.

When the valve is closed, removing the compressed air, the dashpot empties of its

excess air and the carriage is pulled down by gravity. Although the upper motion is

not as smooth as the downward, the mirror is only raised following an evaporation

sequence and prior to loading the MOT and CO2 laser trap for a new sequence. At
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that time, any problems with the retroreflected beam profile can be ignored safely,

as long as the flat mirror is fully raised by the time trap loading is complete and

the MOT beams are shut off.

5.4 Correcting First-Order Beam Misalignment

As explained in Section 5.3.1, as the rf power fed to the CO2 laser AOM is varied,

the angle at which the first-order beam emerges from the AOM changes. As the rf

power is varied from full to off, the first-order beam angle changes by 2.8mrad. The

first-order beam thus moves horizontally at the first lens of our ×10 telescope, which

converts this small linear motion to a large displacement of nearly an inch, causing

much of the beam to be clipped by either the final lens holder in the telescope or the

lens holder just before the vacuum system’s ZnSe window. We have attempted to

solve this problem in two ways: by imaging the beam as it emerges from the AOM

and by actively compensating for the angular change by changing the frequency of

rf power fed to the AOM.

5.4.1 The Imaging Approach

The main problem with the angular deviation is how the ×10 telescope converts

the resulting small horizontal motion into a large horizontal deviation at its output.

The closer to the AOM the ×10 telescope is placed, the less displacement will occur,

since the displacement is proportional to how far the beam has propagated from

the AOM. It would be ideal if the ×10 telescope could be placed directly at the exit

face of the AOM crystal.

This cannot be done, as the zeroth-order beam must be allowed to propagate
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Figure 5.9: The 4f setup used to image the first-order beam as it emerges from
the AOM and place that image on the input of the ×10 telescope.

far enough that it may be safely deflected into a beam dump without disturbing

the first-order beam. What can be done is place lenses in the “4f” configuration

in order to image the first-order beam as it exits the AOM onto the input of the

×10 telescope. The 4f configuration consists of two lenses forming a ×1 refractor

telescope, as shown in Figure 5.9. The lenses share a common focal length f (we

used two 7.5 in. focal length lenses) and are placed a distance 2f apart. The 4f

system’s first lens is placed a distance f after the AOM, while the ×10 telescope

is placed a distance f after the 4f system. The first-order beam is thus imaged

directly from the exit of the AOM onto the ×10 telescope.

When set up, this system did indeed negate the linear displacement of the first-

order beam as it emerged from the ×10 telescope. No deviation at the lens before

the vacuum system was observed as the AOM rf power was varied from full to off.

There was another problem that made this solution unworkable: interference. The

DEOS CO2 laser employs a rectangular waveguide in its construction in order to

produce the maximum amount of power in the TEM00 mode. At full power, this

waveguide produces a small amount of “ghosting,” in which a small amount of laser

power is produced along the horizontal direction, as shown in (a) of Figure 5.10.

When the ghosted beam passes through the AOM, the beam’s wings have a slightly
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(a) (b)

Figure 5.10: A sketch of the CO2 laser beam (a) as it emerges from the CO2 laser
and (b) directly after the ×10 telescope with the 4f system in place.

different angular displacement its main body. Directly after the AOM, the beam’s

wings and body overlap spatially, causing an interference pattern, but as the beam

propagates, its wings move away from the main first-order beam. With the 4f

system in place, the beam is sampled at the point where the interference pattern

exists, causing the beam emerging from the ×10 telescope to look like that shown

in (b) of Figure 5.10. The interference does not disappear until the first-order beam

is allowed to propagate for some distance, at which point the angular displacement

once again becomes a linear one on the input to the ×10 telescope.

5.4.2 AOM Frequency Correction

The second method of correcting the angular misalignment of the first-order beam

is to change the frequency of the rf power fed to the AOM, changing the angle of the

first-order beam by an amount equal and opposite to that caused by AOM heating.

To vary the frequency of the rf power, we modified the AOM driver as explained in

Section 4.5.1.

To determine what frequencies are required, we allow the CO2 laser beam to

propagate around 19 ft. to an iris. Since the angular displacement is caused mostly

by the rf power heating the crystal, we can lower the CO2 laser’s power to diminish
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Figure 5.11: The frequency correction required to keep the CO2 laser beam from
being angularly misaligned as a function of AOM amplitude voltage.

the danger in allowing the CO2 laser beam to propagate that distance. We low-

ered the amplitude voltage fed to the AOM driver, then adjusted the rf power’s

frequency until the beam was once again aligned on the iris. Figure 5.11 shows the

required frequency correction as a function of AOM amplitude voltage. It is well

approximated by a sigmoid function,

f(V ) = fbase +
δ

1 + exp((V − Vhalf )/r)
, (5.29)

where fbase, δ (the amplitude of the deviation from fbase), Vhalf (the voltage at which

the frequency deviation is equal to δ/2), and r (the rate at which the deviation

changes) are all fit parameters.

The drawback to this approach is that all measurements were done at steady

state, and the angular deviation is due to thermal effects. When the AOM ampli-

tude voltage is lowered continuously, the frequency correction is incorrect until the

temperature of the AOM crystal has a chance to stabilize. To account for this, we

approximate the thermal effect by adding a virtual electronic RC filter to the fre-

quency correction. The software that generates the frequency correction waveform
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f(t) then transforms that waveform according to

f ′(t) =
e−t/RC

RC

∫ t

0

f(τ)eτ/RCdτ + f(0)e−t/RC , (5.30)

where RC is the filter’s effective time constant. Experimentation showed that a

time constant of RC = 1.3 s kept the beam from moving significantly as the AOM

amplitude voltage was lowered.

The rf signal for the AOM is created by an Agilent E4420B rf generator, then am-

plified within the AOM driver. Frequency correction is accomplished by frequency

modulating the E4420B using an Agilent 33250A arbitrary waveform generator.

The voltage wave corresponding to the appropriate frequency correction is created

by the same Perl script which creates the AOM amplitude voltage waveform. The

script generates the voltage waveform, then uses that waveform in generating the

frequency correction waveform. Both waveforms are sent to their respective arbi-

trary waveform generators by the IntuiLink software.

The frequency correction scheme does work, but it introduces noise, as the

frequency stability of the E4420B decreases noticeably when frequency modulation

is engaged. In initial experiments, when the FM was engaged, after ten seconds of

forced evaporation 150,000 atoms remained with a temperature of 20 µK; without

FM that number fell to 80,000 atoms but their temperature was 7 µK. The increased

loss of atoms was due to the CO2 laser beam misaligning once FM was turned off,

making the power decrease as the beam was clipped. We are currently investigating

ways of making the rf frequency stable enough during frequency modulation for

frequency correction to be a viable solution.
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5.5 Evaporation to Degeneracy

The CO2 laser trap is loaded by spatially overlapping it with the MOT, causing the

MOT and CO2 laser trap to come into thermal and diffusive equilibrium with each

other. This occurs over the five seconds of MOT loading (Section 3.4.6). Once that

is complete, the MOT, repumper, and slower beams are turned off and the MOT

atoms allowed to disperse. The two-beam CO2 laser trap typically confines 3.5×106

atoms at a temperature2 of 150 µK.

For free evaporation (i.e. evaporation in which trap well depth is not adia-

batically lowered), the current in one of the two MOT magnets is reversed by a

mechanical relay, switching the magnets from an anti-Helmholtz configuration to

a Helmholtz one. To do this, the magnets are switched off for 1ms to allow all

eddy currents to die away; the relay is switched, taking 500ms; and the magnets

are turned back on. Both magnets receive 23 A of current, producing a bias field of

130G at the CO2 laser trap. This field yields a scattering length of a12 ' −100a0.

Free evaporation is allowed to occur for six seconds. The Chopper arm is lowered

some four seconds after free evaporation begins and removes the retroreflected CO2

laser beam over the course of one second, after which free evaporation continues for

another second to ensure that evaporation has stagnated. At the conclusion of free

evaporation, 1.3×106 atoms remain at a temperature of 50 µK. The corresponding

phase space density is equal to ρi = 8×10−3. A longer free evaporation phase does

not appreciably decrease either the number of atoms or their temperature, indicating

that evaporation has stagnated. Our trap depth is approximately 690 µK, indicating

that stagnation has occurred at ∼ 1/14 of the trap depth.

2All temperatures in this chapter are measured by time-of-flight absorption imaging unless
otherwise noted.
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Figure 5.12: The average temperature of the trapped atoms after tf seconds of
forced evaporation

Following free evaporation, the trap’s depth is adiabatically lowered according

to (5.26). Assuming η = 10 gives3 β = 1.45 and 1/τ = 1.97×10−3γi. For a 50-50

two-state mixture of fermions, γi = πNiMσν3
i /(kBT ). For a scattering length of

a12 ' −100a0, σ = 8πa2
12 = 0.7×10−11 cm2. The initial geometric mean of our trap

frequencies is νi = (νxνyνz)
1/3 = 2.4 kHz. Using Ni = 1.3×106 and Ti = 50 µK

yields γi = 4.4×102 s−1 and τ = 0.89 s. We do not lower with that time constant,

however. For one thing, as the rf power to the AOM is lowered, the beam becomes

more elliptical, reducing νxνyνz by a factor of two greater than that expected on the

basis of lowered laser power alone. For another, the frequency correction scheme

given in Section 5.4.2 introduces an unacceptable amount of noise, leading us to

allow the CO2 laser beam to misalign as the AOM rf power is lowered. We align

the beam to minimize the clipping which occurs, but the remaining clipping further

3We take η = 10 and not 14 in order to have a conservative estimate of how quickly to lower the
trap. Integration of the Boltzmann equation showed that η should remain at 10 or greater, and
we did not want to trust that our high value of η = 14 would remain true throughout evaporation.
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Figure 5.13: The average ratio of the atoms’ temperature to the Fermi temperature
after tf seconds of forced evaporation.

distorts the beam. To compensate for beam distortion, we increase τ to 3 seconds.

We lower the trap for a time tf ranging from a few to sixty seconds. During

that time, the temperature decreases, as shown in Figure 5.12. The number also

decreases, but overall the phase space density increases, as indicated by the decreas-

ing ratio of T/TF , shown in Figure 5.13. After the trap has been lowered, CO2 laser

power is increased to its maximum value. Since both depth and trap frequencies

changes as the laser power changes, returning to the maximum value after evapo-

ration provides a fixed point of comparison for all values of tf . Power is increased

exponentially over a period of five seconds. We can measure how well evaporation

has worked by calculating the evaporation efficiency χ = ln(ρf/ρi)/ln(Ni/Nf ) [81].

After free evaporation but prior to forced evaporation, N = 1.3×106, T = 50 µK,

TF = 18.1 µK, and the phase space density for each state is ρ ' (TF /T )3/6 '
0.008 [78]. After ten seconds of forced evaporation, the well depth should be U/Ui =

0.12. N = 8×105 atoms at a temperature of T ' 15.4 µK remain. The Fermi



156 CHAPTER 5. EVAPORATIVE COOLING TO DEGENERACY

12

10

8

6

4

2

0

n(
v x

) 
 (

ar
b.

 u
ni

ts
)

-60 -40 -20 0 20 40 60

Velocity (cm/s)

vF = 20 cm/s

(T/TF)~1.0

Figure 5.14: The velocity distribution of the trapped atoms after ten seconds of
forced evaporation.

temperature, which is given by (4.38), is TF = 15.4 µK, resulting in T/TF = 1

and ρ = 0.17. Efficiency at this point is χ = 6.3. According to the scaling laws,

the number of atoms remaining should be 8.7×105 and the phase space density

should be 0.13. The number of atoms given by the scaling laws is within 10% of our

measured number of atoms. The measured phase space density is greater than that

calculated using the scaling laws. This is most likely due to beam clipping reducing

the well depth below U/Ui = .12.

Figure 5.14 shows the velocity distributions for tf = 10 s. The dashed lines
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Figure 5.15: The velocity distribution of the trapped atoms after forty seconds of
forced evaporation.

indicate the Fermi velocity, given by
√

2kBTF /M .

Degeneracy occurs at ∼ tf = 40 s, at which point N = 3×105, T ' 5.8 µK,

and T/TF = 0.55, giving ρ ' 1. Figure 5.15 shows the velocity distribution for this

amount of forced evaporation. Significantly more of the atoms lie within the Fermi

velocity than after ten seconds of forced evaporation. The efficiency has dropped

to χ = 3.41, indicating that cooling has not kept pace with atom loss.4 The scaling

laws predict that the number of remaining atoms should be 6.2×105. The increased

4It should be noted that an efficiency of 3.41 is comparable to the best achieved in magnetic
traps [81].
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Figure 5.16: The velocity distribution of the trapped atoms after sixty seconds of
forced evaporation.

loss of atoms is caused by increased CO2 laser beam clipping as CO2 laser power is

lowered.

At tf = 60 s, N = 1×105, T ' 4 µK, and T/TF = 0.5. The atomic velocity

distribution is shown in Figure 5.16. For tf > 60 s, the phase space density decreases:

clipping increases to the point that atoms are lost without a concurrent decrease in

temperature.
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5.6 Summary

This chapter has developed the necessary experimental and theoretical tools to cool

trapped fermions to the degenerate regime in an optical trap. The kinetic theory

of evaporation was developed, using an s-wave Boltzmann equation which accounts

for both the fermionic nature of the trapped atoms and the time dependency of

the trap depth. In addition, scaling laws were developed in order to give better

physical insight and a method of quickly determining the approximate number of

atoms remaining after evaporation and their temperature. These scaling laws also

defined how the trap should be lowered over time.

To the CO2 laser optical setup an AOM and the Chopper were added. The AOM

allows CO2 laser power to be varied as a function of time, providing the required

lowering of trap depth in order to prevent evaporative cooling from stagnating.

The AOM causes beam ellipticity and an angular deviation, both of which vary as

AOM rf power is lowered. The ellipticity cannot be corrected except at full power,

while the angular deviation can, to a certain extent, be compensated for. Two

methods of compensation were given, one involving imaging the emerging first-order

beam onto the ×10 telescope, the other involving altering the frequency of the rf

power to actively correct angular deviation. Neither approach has proved completely

effective, though alterations to the frequency variation approach may make it a

feasible solution in the near future. Due to the angular deviation of the first-order

AOM beam, the retroreflected beam must be removed before forced evaporation

begins. That is accomplished by the Chopper, a pneumatically-controlled mirror

which, when lowered, deflects the beam emerging from the vacuum system into a

beam dump and thus removing the retroreflected beam.

With those changes in place, we began evaporation of 6Li. Using a 50-50 mixture
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of the |1〉 and |2〉 ground state of 6Li, we have produced a degenerate gas of fermions,

the first created by all-optical means. Degeneracy was achieved after forty seconds

of evaporation. After sixty seconds, temperatures of T/TF = 0.48 were achieved.

Further evaporative cooling was prevented by misalignment of the first-order beam.

When the frequency compensation method is perfected, even lower temperatures

and greater phase-space densities should be achieved.



Chapter 6

Density of a Two-Component
Interacting Fermi Gas at Zero
Temperature

Having evaporatively cooled fermions to the quantum degenerate regime using an

optical trap, the question becomes: what next? A number of very exciting experi-

ments are possible, including the study of superfluidity and how the gas’s collective

oscillations damp as a function of the scattering length. These experiments hinge

on our ability to achieve a broad range of scattering lengths.

Such a range can be achieved with the help of a Feshbach resonance, as men-

tioned in Chapter 2. The |1〉 − |2〉 mixture used in our experiments is predicted

to exhibit a Feshbach resonance at a magnetic field of 850G. In the region of the

Feshbach resonance, the scattering length varies from large and positive to large and

negative. Towards this end, new magnets are being constructed and added to our

vacuum system; these magnets should be able to achieve fields in excess of 1000G.

Once the magnets are in place, one of the first things to explore is how the

scattering length a changes as a function of magnetic field. The change can be

observed by monitoring the density distribution of the trapped gas. Changes in

the scattering length alter the interaction strength between fermions of different

spin, and can even make the interactions attractive or repulsive. In turn, the gas’s

161
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density distribution will change in response to the changing interaction. The density

changes are most notable by comparing the density when a is large and negative

(and thus attractive) and when a is large and positive.

To prepare for such future experiments, this section will develop the theory

necessary to show how the density at zero temperature changes as a function of

a. A force-balance approach will be used in the mean field approximation, where

the forces due to the trap, the Fermi pressure of the atoms, and the mean-field

interaction of one state on another sum to zero. The zero-temperature limit is used

because it is most applicable to fermions that are cooled well into the quantum

degenerate regime, and because the theory is more tractable in this limit.

6.1 Force Balance

The density distribution for an ideal fermionic gas has been calculated using a semi-

classical Thomas-Fermi approximation [78]. For non-ideal, interacting fermionic

gases, the density distribution has been found by taking the Hamiltonian of the

gas [55] and using it to calculate the expectation of the number operator 〈a†k,αak,α〉
for all states of momentum k and both hyperfine states α [15]. Doing so requires a

Bogoliubov transformation of the Hamiltonian, replacing the usual fermion creation

and annihilation operators ak,α and a†k,α with ones for quasiparticles, bk,α and b†k,α.

The gas’s stability can also be found by computing its free-energy density and using

that to compute the sound velocities in the gas.

However, the density distribution can also be found by considering the forces

on the fermions. In equilibrium, all of these forces must sum to zero, constraining

the density of the two hyperfine fermionic states. To find the sound velocities of

the gas, and thus its mechanical stability, small perturbations in the density can be
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considered and their speed of propagation readily found. The rest of this chapter

will be devoted to finding the fermion density distribution as a function of a using

this force balance approach. Initially, the density distribution for a single-state

fermionic gas will be considered; once that is done, the results will be expanded

for a two-state gas by using a mean-field approximation of the states’ interaction.

Following that, the sound velocity in the gas will be derived and used to set limits

on mechanical stability. Finally, the two-state gas results will be explored using

experimentally-feasible details.

6.1.1 Homogeneous 6Li Gas

For a gas comprised of a single state of 6Li, there will be two forces in equilibrium:

the force due to the gas’s pressure, and the force due to the trap. The local pressure

for the single-state 6Li gas is given by the derivative of the gas’s average energy with

respect to the local volume,

P = −∂ 〈E〉
∂V

. (6.1)

At zero temperature, the atom’s average energy can be found by integrating the

single-particle energy h̄2k2/2M up to the Fermi wave number kF :

〈E〉 =
V

(2π)3

∫ kF

0

4πk2 h̄2k2

2M
dk

=
V

(2π)3

4πh̄2

2M

k5
F

5
. (6.2)

The dependence of kF on the local volume V can be seen by considering the

number of atoms N in the local volume, which is given by the volume of the Fermi
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sphere in momentum space,

N =
V

(2π)3

4

3
πk3

F . (6.3)

Solving (6.3) for kF and substituting that value into (6.2),

〈E〉 =
3

5

h̄2

2M

(
6π2

)2/3 N 5/3

V 2/3
. (6.4)

The single-state gas pressure is then

P = −∂ 〈E〉
∂V

=
(6π2)

2/3

5

h̄2

M

(
N

V

)5/3

=
(6π2)

2/3

5

h̄2

M
n

5/3, (6.5)

where n = N/V is the gas’s local density.

The pressure gives rise to a force per volume,

fP = −∇P = −∂P

∂n
∇n

= −(6π2)
2/3

3

h̄2

M
n

2/3∇n. (6.6)

The pressure force’s direction is along the reverse gradient of the density, as ex-

pected. At equilibrium, the pressure force will balance the trap force per volume,

fT = nFT = −n∇UT , (6.7)
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where UT is the trap potential. The force balance equation is then

−(6π2)
2/3

3

h̄2

M
n

2/3∇n− n∇UT = 0. (6.8)

Dividing (6.8) by −n and noting that n−1/3∇n = 3/2∇n2/3,

(6π2)
2/3

2

h̄2

M
∇n

2/3 + ∇UT = 0. (6.9)

This equation indicates that the quantity

(6π2)
2/3

2

h̄2

M
n

2/3 + UT , (6.10)

which is the local chemical potential, must be a constant, so that its gradient is

zero. The value of this constant can be found by noting that, at the trap center,

UT = 0. If we denote the local density at the trap center as ni = n(0), then we

arrive at an equation for the trapped gas density,

(6π2)
2/3

2

h̄2

M
n

2/3 + UT =
(6π2)

2/3

2

h̄2

M
n

2/3
i . (6.11)

If the above equation is correct, the central density ni should be equal to the

Fermi density nF , and the spatial distribution should be that of a Fermi gas. This

can be verified by solving (6.11) for n, then integrating it over all space to find N ,
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the total number of atoms. Solving (6.11) for n gives

n =

(
n

2/3
i − 2M

(6π2)2/3 h̄2UT

)3/2

Θ

[
n

2/3
i − 2M

(6π2)2/3 h̄2UT

]3/2

=
(
n

2/3
i

)3/2
(

1− 2M

(6π2)2/3 h̄2n
2/3
i

UT

)3/2

Θ

[
n

2/3
i − 2M

(6π2)2/3 h̄2n
2/3
i

UT

]3/2

= ni

(
1− UT

εF0

)3/2

Θ

[
1− UT

εF0

]3/2

, (6.12)

where the constant εF0 has been used to simplify notation. The Heaviside step

function Θ is necessary to ensure that n is positive.

The trap potential in the harmonic limit is

UT (x, y, z) =
1

2
M

(
ω2

xx
2 + ω2

yy
2 + ω2

zz
2
)
, (6.13)

where the ω terms are the trap oscillation frequencies. We can simplify the trap

potential by working in a scaled coordinate system where x′ = ωxx, y′ = ωyy, and

z′ = ωzz. In this coordinate system the trap potential is merely

UT (r′) =
1

2
Mr′2, (6.14)

where r′2 = x′2 + y′2 + z′2. The integral of (6.12) over all space is thus

N =

∫
d3 r n

=
4πni

ωxωyωz

∫
dr′ r′2

(
1− M

2εF0

r′2
)3/2

Θ

[
1− M

2εF0

r′2
]3/2

(6.15)

The integral can be solved by making the substitution sin θ =
√

M/2εF0 r′ and
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integrating from 0 to π/2:

∫
dr′ r′2

(
1− M

2εF0

r′2
)3/2

Θ

[
1− M

2εF0

r′2
]3/2

=

(
2εF0

M

)3/2 ∫ π/2

0

dθ cos θ sin2 θ cos3 θ

=

(
2εF0

M

)3/2
π

32

=
ni6π

2h̄3

M3

π

32
. (6.16)

Substituting (6.16) into (6.15) and defining σx =
√

h̄/Mωx gives

N =
3π4

4
(σxσyσz)

2n2
i , (6.17)

or

ni =
1

π2

√
4

3

√
N

σxσyσz

. (6.18)

The right-hand side of this equation is indeed equal to the Fermi density nF , and

the spatial distribution is that of an ideal trapped Fermi gas [78].

6.1.2 Two-State 6Li Gas

While (6.11) is valid for one state, it must be modified if two spin states of 6Li

are present. Two such spin states will interact with each other through two-body

collisions; those collisions can be represented in a mean-field approximation at zero

temperature by a local potential with strength Uc = 4πh̄2an′/M , where a is the

scattering length and n′ is the density of the other spin state [86].

The local potential serves to couple the densities of the two spin states n1 and

n2. A derivation similar to the above, but with UT replaced by UT + Uc, results in
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the conserved quantity

(6π2)
2/3

2

h̄2

M
n

2/3
1 +

4πh̄2a

M
n2 + UT , (6.19)

analogous to (6.10). An identical quantity exists for an exchange of n1 and n2 in

(6.19). The conserved quantity’s value can again be found by considering its value

at the trap center, where UT = 0. The result is two coupled equations for the

densities of the two spin states,

(6π2)
2/3

2

h̄2

M
n

2/3
1 +

4πh̄2a

M
n2 + UT =

(6π2)
2/3

2

h̄2

M
n

2/3
1i +

4πh̄2a

M
n2i

(6π2)
2/3

2

h̄2

M
n

2/3
2 +

4πh̄2a

M
n1 + UT =

(6π2)
2/3

2

h̄2

M
n

2/3
2i +

4πh̄2a

M
n1i, (6.20)

where n1i and n2i are the spin densities at the trap center.

6.2 Stability of the Gas

Not all solutions of (6.20) are physically valid. Some of them may correspond to

mechanically-unstable states of the gas. For a system with attractive interactions

(a < 0), at large densities the gas will become a fluid or solid, while for a system

with repulsive interactions (a > 0), at large densities the two spin states will phase

separate [15].

Mechanical instability occurs when the velocity of the two normal sound modes

in the gas become complex. If the sound velocity is complex, then the small gas

displacements which occur during a sound wave grow, causing instability. The

instability criterion can thus be found by calculating the sound velocity inside the

gas.
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Figure 6.1: The displacement of a small cylindrical region of gas by a sound wave.
One end of the cylinder is located at x; the other, at x + dx. dA is the surface area
of the infinitesimally-small cylinder. η is the amount of displacement caused by the
pressure P . Both η and P vary as a function of x.

Consider the one-dimensional displacement of an infinitesimally-small cylinder

of gas of length dx, as shown in Figure 6.1. η(x) is a measure of the displacement of

one of the cylinder ends due to the pressure P (x). The surface area of the cylinder

ends is dA.

The pressure on both ends of the cylinder will give rise to a force,

F = P (x) dA− P (x + dx) dA = dA (P (x)− P (x + dx))

= −dx dA
∂P

∂x
. (6.21)

The force will cause an acceleration in the gas equal to ∂2η/∂t2. If the gas has a

mass density of ρ = nM , where n is the gas density and M the mass of 6Li, then

F = Ma is equivalent to

dx dA ρ
∂2η

∂t2
= −dx dA

∂P

∂x

= −dx dA
∂P

∂ρ

∂ρ

∂x
. (6.22)

The cylinder’s mass density is the number of atoms in the cylinder, N , times

their mass and divided by the cylinder’s volume. That volume is equal to dA times
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its length,

(x + dx + η(x + dx))− (x + η(x)) = dx + (η(x + dx)− η(x))

= dx + dx
∂η

∂x
. (6.23)

The cylinder’s mass density is then

ρ =
NM

dAdx
(
1 + ∂η

∂x

) =
ρ0

1 + ∂η
∂x

' ρ0

(
1− ∂η

∂x

)
, (6.24)

where ρ0 = NM/(dAdx) is the unperturbed mass density.

Substituting this value of ρ into (6.22) gives, to lowest order in η,

ρ0η̈ =
∂P

∂ρ
ρ0

∂2η

∂x2
. (6.25)

How the pressure changes with respect to mass density is related to the sound

velocity vs by

v2
s =

∂P

∂ρ
. (6.26)

Therefore, (6.25) can be rewritten as

η̈ = v2
sη
′′, (6.27)

which allows plane-wave solutions for η,

η = Aei(kx−ωt), (6.28)
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where A is the amplitude of the plane wave, k is its wave number, and ω = vsk.

The plane-wave solution confirms the stability criterion: if vs is complex, then η

will have a real component which will grow in time, causing small displacements to

increase in magnitude.

To find vs for a two-component gas of 6Li, consider the force on the gas per

volume1,

f = −∇P − n∇U

= −∂P

∂n
∇n− n∇U, (6.29)

where U is the total potential acting on the gas. From the previous section we know

that the single-state gas pressure is given by (6.5) and that the potential U will be

the sum of the trap potential and the mean-field potential arising from the other

state,

U1,2 = UT + Uc = UT +
4πh̄2a

M
n2,1. (6.30)

The force along the direction of sound propagation will be equal to the mass times

the acceleration, as before:

Mn1,2
∂2η1,2

∂t2
= −(6π2)

2/3

3

h̄2

M
n

2/3
1,2

∂n1,2

∂x
− n1,2

(
∂UT

∂x
+

4πh̄2a

M

∂n2,1

∂x

)
. (6.31)

Just as the mass density ρ is given by (6.24), the number density n1,2 is given

by

n1,2 = n(1,2)0

(
1− ∂η1,2

∂x

)
, (6.32)

1In what follows, the subscripts 1 and 2 denote the two different states, and the combinations
1, 2 and 2, 1 denote that the given equation has the same form for the appropriate combination of
states.
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where n(1,2)0 is the unperturbed number density of the gas. The partial derivative

of n1,2 with respect to x is

∂n1,2

∂x
' ∂n(1,2)0

∂x
− n(1,2)0

∂2η1,2

∂x2
, (6.33)

where the term

∂n(1,2)0

∂x

∂η1,2

∂x
(6.34)

has been neglected because n(1,2)0 varies much more slowly than η1,2 with respect

to x. Using this derivative, (6.31) can be written as

Mn(1,2)0η̈1,2 =
(6π2)

2/3

3

h̄2

M
n

2/3
(1,2)0

(
n(1,2)0

∂2η1,2

∂x2
− ∂n(1,2)0

∂x

)

− n(1,2)0
∂UT

∂x
+

4πh̄2a

M
n(1,2)0

(
n(2,1)0

∂2η2,1

∂x2
− ∂n(2,1)0

∂x

)
. (6.35)

(6.35) can be simplified further by dividing it by n(1,2)0 and noting that it contains

the terms

(6π2)
2/3

3

h̄2

M
n

2/3
(1,2)0

∂n(1,2)0

∂x
+

4πh̄2a

M

∂n(2,1)0

∂x
+

∂UT

∂x

=
(6π2)

2/3

2

h̄2

M

∂n
2/3
(1,2)0

∂x
+

4πh̄2a

M

∂n(2,1)0

∂x
+

∂UT

∂x

=
∂

∂x

(
(6π2)

2/3

2

h̄2

M
n

2/3
(1,2)0 +

4πh̄2a

M
n(2,1)0 + UT

)
. (6.36)

The term in parentheses is the conserved quantity from (6.19). Since we have

assumed a one-dimensional distribution, ∂/∂x is a one-dimensional gradient, and
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thus (6.36) is zero2. (6.35) is then

η̈1,2 =
(6π2)

2/3

3

h̄2

M2
n

2/3
(1,2)0

∂2η1,2

∂x2
+

4πh̄2a

M2
n(2,1)0

∂2η2,1

∂x2
. (6.37)

Substituting in the plane-wave solutions for η, which are

η1,2 = A1,2e
i(kx−ωt), (6.38)

and simplifying gives the following matrix equation for A1 and A2:




(6π2)
2/3

3
h̄2

M2 n
2/3
10 − v2

s
4πh̄2a
M2 n20

4πh̄2a
M2 n10

(6π2)
2/3

3
h̄2

M2 n
2/3
20 − v2

s







A1

A2


 = 0. (6.39)

Two constants will be used to simplify further notation,

α ≡ (6π2)
2/3

3

h̄2

M2
β ≡ 4πh̄2a

M2
. (6.40)

(6.39) will be true when

∣∣∣∣∣∣∣
αn

2/3
10 − v2

s βn20

βn10 αn
2/3
20 − v2

s

∣∣∣∣∣∣∣
= 0. (6.41)

Solving this determinant for vs gives the rather long algebraic expression

v±s =

(
α

2

(
n

2/3
10 + n

2/3
20

)
± 1

2

√
α2

(
n

2/3
10 − n

2/3
20

)2

+ 4β2n10n20

) 1
2

. (6.42)

2Physically, this is the equilibrium condition. The force due to sound waves can thus be viewed
as perturbations about this condition.
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For both sound modes v±s to be real, we need

α

2

(
n

2/3
10 + n

2/3
20

)
>

1

2

√
α2

(
n

2/3
10 − n

2/3
20

)2

+ 4β2n10n20, (6.43)

which simplifies to

(n10n20) <

(
α

β

)6

<

(
π

48|a|3
)2

. (6.44)

This stability limit is the same for both positive and negative a.

For a gas with an equal number of atoms in both states, the stability limit will

always be satisfied as a consequence of unitarity. For zero-temperature fermions,

n = k3
F /6π2 [78]. If n10 = n20 = n, then the stability condition may be rewritten as

(
k3

F

6π2

)2

<

(
π

48|a|3
)2

(6.45)

or

kF |a| < π

2
. (6.46)

a is related to the s-wave scattering cross section σ by σ = 4πa2 at zero temperature,

and the maximum scattering amplitude is given by the unitarity limit, σ ≤ 4π/k2
F .

Rewriting the unitarity limit in terms of a and rearranging gives

kF |a| ≤ 1, (6.47)

which is a tighter constraint than the stability limit.
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6.3 Density Calculation

The coupled equations in (6.20) can be readily solved under the assumption that

the gas contains an equal number of atoms in state 1 and 2, and that n1 = n2 (and,

therefore, n1i = n2i). In practice we load near-equal populations of atoms in the

two states, making the first assumption a reasonable one. Given the two equations’

symmetry, the second assumption is likewise reasonable: if
∫

n1 d3x =
∫

n2 d3x = N ,

then n1 = n2 is an obvious solution to the coupled equations.

These two assumptions lead to a single equation,

(6π2)
2/3

2

h̄2

M
n

2/3 +
4πh̄2a

M
n + UT =

(6π2)
2/3

2

h̄2

M
n

2/3
i +

4πh̄2a

M
ni. (6.48)

To make this equation more tractable, I introduce the new dimensionless variables

γ = (n/nc)
1/3 and γi = (ni/nc)

1/3, where nc is a characteristic density scale to be

determined later3. Substituting these variables into (6.48) and rearranging gives

γ2 +
8πa

(6π2)
2/3

n
1/3
c +

2M

h̄2 (6π2nc)
2/3

UT = γ2
i +

8πa

(6π2)
2/3

n
1/3
c γ3

i , (6.49)

which is cubic in γ. To further aid analysis, two variables are defined:

A ≡ 8πa

(6π2)
2/3

n
1/3
c (6.50)

and

B ≡ − 2M

h̄2 (6π2nc)
2/3

UT + γ2
i + Aγ3

i . (6.51)

3Experimentally we know that, given ∼ 100, 000 atoms, nc = 1013/cc is a good order-of-
magnitude estimate for the density.
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The cubic equation for the density in terms of these two variables is

Aγ3 + γ2 −B = 0. (6.52)

The trap potential in the harmonic limit is

UT (x, y, z) = U0

(
x2

b2
+

y2

b2
+

z2

z2
0

)
, (6.53)

where U0 is the trap depth, b is the 1/e2 intensity radius and z0 the Rayleigh length

of the CO2 laser beam at the trap center. We can simplify the trap potential by

working in a scaled coordinate system where x′ = x/b, y′ = y/b, and z′ = z/z0. In

this coordinate system the trap potential is merely

UT (r′) = U0r
′2, (6.54)

where r′2 = x′2 + y′2 + z′2. In light of this, (6.51) becomes

B(r′) ≡ − 2M

h̄2 (6π2nc)
2/3

U0r
′2 + γ2

i + Aγ3
i . (6.55)

The type of solutions to a cubic equation can be determined by examining the

equation’s discriminant. For (6.52), the discriminant is

j =
B(r)2

A2
− 4B(r)

27A4
. (6.56)

When j < 0, (6.52) has one real solution and two imaginary ones. When j = 0, the

cubic equation has two real solutions. When j > 0, the cubic equation has three

real solutions. For our equation, j < 0 for small values of r′. The value of r′ for
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Figure 6.2: The radial density distribution of 100,000 trapped fermions per state.
The solid line is for a = 0, the dashed line for a = 1250 a0, and the dotted line for
a = −1250 a0.

which j becomes zero is the point at which the physical density distribution ends.

Thus there is only one physical solution to (6.52), which can be found numerically

with relative ease.

Given the constraints that j < 0 and that (n1n2) < (π/48|a|3)2
, the zero-

temperature density distribution γ3 can be found for a wide range of scattering

lengths by choosing a value of γi so as to give an appropriate number of trapped

atoms. The number of atoms in a single state is given by

N =

∫

j<0

4πncr
2γ3 dr, (6.57)

where γ is a function of r, the scattering length a, and the density at the center of

the trap γi. In practice, trial values of γi are chosen and N is calculated; γi is then

adjusted until N is equal to the required number of atoms.
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Figure 6.3: The axial density distribution of 100,000 trapped fermions per state.
As in Figure 6.2, the solid line is for a = 0, the dashed line for a = 1250 a0, and the
dotted line for a = −1250 a0.

Figure 6.2 is a plot of the radial density of 100,000 atoms per state for three

scattering lengths: 0, 1250 a0, and −1250 a0. As expected, the distribution for

a = 1250 a0 is wider than the others, and the one for a = −1250 a0 is sharply

peaked near the center.

In the context of our experiment, we will be taking absorption images with our

CCD camera, then binning the resulting pictures to leave only the axial distribution,

as explained in Section 4.2. The axial density distribution is given by

n(z) =

∫

j<0

2πργ3 dρ. (6.58)

Figure 6.3 is a graph of the same three density distributions as in Figure 6.2 inte-

grated according to (6.58). Unsurprisingly, the integration along two axes tends to

lessen the differences among the three density distributions. The three are still quite
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different, especially the a = −1250 a0 distribution, and should be distinguishable

experimentally. Since the sign of the scattering length will change as the magnetic

field is tuned through a Feshbach resonance, the density change can be used to

characterize the scattering length behavior at that resonance.

6.4 Summary

This chapter has presented a theory for calculating the zero-temperature density

distribution of a two-state fermionic gas by balancing the forces on that gas. The

mechanical stability of the gas was also found by considering density perturbations

and then finding how fast those perturbations propagated.

For the purposes of numerically calculating the density distribution, the simpli-

fying assumption that the two hyperfine states would contain equal populations was

made, and that this would lead to equal density distributions for the states. Follow-

ing those assumptions, both the full density distributions and the one-dimensional

axial density distributions were calculated for a range of scattering lengths a. The

density distributions were found to vary noticeably if a is varied from large and

positive to large and negative.





Chapter 7

Conclusion

This dissertation has described the first production of a degenerate Fermi gas by

all-optical means and the characterization of that gas. It builds on our group’s prior

work developing ultrastable optical traps, which in turn overcame the (previously

unexplained) heating rates which limited optical trap lifetimes. While the prior

work involved a custom-built CO2 laser, my dissertation experiments involved a

commercially-available laser. Use of a commercial laser has simplified the experi-

mental setup required to optically trap and cool atoms for long periods of time, and

in doing so made such an experimental setup more accessible to researchers.

Using this commercial laser, Mike Gehm and I have trapped and evaporatively

cooled a 6Li gas to the quantum degenerate regime. We were the fourth group

to reach fermionic degeneracy (following [30], [31], and [32]), and the first to do

so using an optical trap. The importance of optical traps is such that all groups

exploring fermionic degeneracy are now employing optical traps as their final-stage

trap rather than magnetic ones [87].

The work presented in this dissertation will hopefully lay the foundation for

studies of a number of exciting physical processes in Fermi gases, from collective

oscillations to high-temperature Fermi superfluidity. In preparation for those stud-

ies, this dissertation also presented the theory of an interacting zero-temperature

181
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Fermi gas’s density distribution and how that distribution changes as a function of

the s-wave scattering length.

7.1 Chapter Summary

Chapter 1 began by placing my dissertation work in the context of our group’s

experiments. The work I did was to a large extent in tandem with that done by Mike

Gehm; his dissertation serves as a companion to this one. The chapter continued

by motivating the trapping of neutral 6Li in order to study fermionic quantum

degeneracy and potentially fermionic superfluidity. Dilute and degenerate alkali

gases are of general interest to both experimentalists and theorists. “Degeneracy”

means that the wave functions of the gas’s atoms overlap, causing the gas to exhibit

macroscopic quantum behavior. “Dilute” means that the interparticle interactions

are weak, making the theoretical treatment of such systems more tractable than in

other quantum degenerate systems such as superconducting electrons in metals or

superfluid liquid helium. The chapter also gave a historical overview of cooling and

trapping techniques that have been applied to dilute alkali gases.

At cold temperatures, fermions will not interact with other fermions in the same

quantum state, though such interactions are necessary to cool a fermionic gas and

to observe superfluidity. Accordingly, Chapter 2 explored how a two-state mixture

of 6Li atoms interacts at cold temperatures. At the low temperatures employed

in our experiment, atoms scatter elastically through an s-wave interaction. The

interaction can be parameterized by a single number, the s-wave scattering length

as. The two states of 6Li we work with, |1〉 − |2〉, exhibit a widely-tunable s-wave

scattering length: interactions in the |1〉 − |2〉 system can be varied from strongly

attractive to strongly repulsive. This tunability arises in part from a Feshbach
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resonance which occurs at an experimentally-accessible magnetic field.

There are other reasons to favor the two lowest states of 6Li. Atoms in those

states do not exhibit spin-exchange s-wave collisions, which would serve to knock

atoms out of the trap. In the absence of a magnetic field, as for these two states is

zero, allowing us to turn interactions on or off by applying or removing a magnetic

field. The |1〉 and |2〉 states cannot be confined in a magnetic trap, as they are

strong-field-seeking states; they can only be confined in an optical trap.

Chapter 2 also discussed the possibility of observing Fermi superfluidity in 6Li,

either through the formation of Cooper pairs as in traditional BCS theory or through

the strongly-interacting regime of resonance superfluidity. According to theoretical

predictions, the critical temperature for superfluidity in 6Li can be as high as half

the Fermi temperature, one of the highest ratios of critical temperature to Fermi

temperature ever seen in a Fermi superfluid.

Following that, Chapter 3 discussed the physics of optical traps, since only

optical traps will confine a |1〉 − |2〉 mixture of 6Li. Optical traps had historically

suffered from unexplained heating rates. Our work showed that most of this heating

arose from noise in lasers used to form optical traps. We developed a model of noise-

induced heating which indicated that, unless the intensity and pointing noise of a

laser were minimized, optical trap lifetimes would be severely limited. Accordingly,

we found and purchased a commercial CO2 laser which had noise characteristics

sufficient for our needs. The noise spectra of the commercial CO2 laser indicated

that our trap lifetime would be limited by the background gas pressure in our

vacuum system and not by noise in the laser.

Chapter 3 also gave an overview of the trapping apparatus used in our experi-

ments. The ultrahigh vacuum system, the 6Li oven, the slower, and the magneto-
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optical trap (MOT) were discussed. The vacuum system achieves pressures of less

than 10−11 Torr. After the MOT is loaded, its beams are brought closer to reso-

nance and lowered in intensity, resulting in atoms with a temperature of ∼150 µK

at a density of 1011/cm3. The optical hardware necessary to create the CO2 laser

trap is discussed in this chapter, including the alignment techniques for overlapping

the focused CO2 laser beam with the MOT.

Chapter 4 describes how we determine the number of atoms in the trap and

their density. Two methods of imaging are used: fluorescence imaging and ab-

sorption imaging. In fluorescence imaging, the trapped atoms are illuminated with

on-resonant light and the scattered light is measured with a photomultiplier tube

(PMT). The light is proportional to the number of atoms in the trap. Fluorescence

imaging cannot determine the density of the trapped atoms; for that, we use ab-

sorption imaging. A near-resonant beam is passed through the atoms, which scatter

the light and leave a shadow in the beam. The beam and shadow are subsequently

imaged onto a CCD camera. From the CCD image we determine both the num-

ber and the density of the atoms by fitting the measured atomic distribution to a

semiclassical Thomas-Fermi model.

To control the camera, PMT, and other equipment in the experiment with sub-

millisecond timing over many tens of seconds, we developed a computer-controlled

timing system and multiplexer. The timing system uses custom-designed software

and commercial hardware to produce TTL signals and control hardware. The mul-

tiplexer allows us to switch among different analog values based on TTL signals.

Together, the multiplexer and timing system control our experiment. Using all of

this equipment, we were able to measure the radial and axial frequencies of our

CO2 laser trap by shaking the trap from side to side and by modulating the laser
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intensity in such a way as to parametrically excite the trapped atoms. Our trap has

a radial frequency of 6.6 kHz and an axial one of 340Hz.

With that, all of the pieces are in place to cool 6Li to degeneracy. Chapter 5

describes the process of evaporation, and includes a Boltzmann equation model of

evaporation first described in Ref. [82] and further extended by Ken O’Hara. Using

this model we are able to predict how many atoms will remain and at what tem-

perature following evaporation. The model shows that evaporation occurs rapidly,

then stagnates when the temperature of the atoms reaches about 1/10 that of the

trap depth. In order for evaporation to continue, the trap depth must be lowered

by reducing the CO2 laser beam intensity. The correct time dependence of the

trap depth was determined using scaling laws which give the phase-space density,

number, and elastic collision rate as a function of the trap depth.

The time-dependent trap depth poses a problem, as the CO2 laser beam intensity

is controlled by an acousto-optical modulator (AOM). The AOM changes both the

alignment and the ellipticity of the CO2 laser beam as its rf power is varied. We

attempted to correct the misalignment with a “4f” lens arrangement, which served

to distort the beam shape, and by varying the frequency of rf power fed to the AOM,

which introduced noise that heated the trapped atoms. Though we were unable to

correct the beam’s misalignment and changing ellipticity, we were still able to reach

the quantum degenerate regime. After forty seconds of forced evaporative cooling,

we produced a quantum degenerate gas of 3×105 6Li atoms at a temperature of

T = 5.8 µK, which, in units of the Fermi temperature, is T/TF = 0.55. After

sixty seconds, 105 atoms remain at a temperature of T ' 4 µK and T/TF = 0.48.

Beyond sixty seconds, the phase space density of the atoms decreases, because

clipping increases to the point that the the rate of decrease in trap power exceeds the
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rate required for evaporative cooling, causing some atom loss without a concurrent

decrease in temperature.

In Chapter 6, the density of a zero-temperature fermionic gas as a function of

s-wave scattering length as was explored. The density was calculated using a force

balance approach in the mean field approximation. In addition, the criterion for the

gas’s mechanical stability was found. Both the full density distributions and the

one-dimensional axial density distributions were calculated for a range of as. The

density distributions were found to vary noticeably as as was varied from large and

positive to large and negative.

7.2 Improvements to the Experiment

The two most immediate improvements to the experimental apparatus are decreas-

ing the misalignment of the CO2 laser beam as the AOM rf power is lowered and

the installation of higher-field magnets. Since the work described in this disserta-

tion was performed, new magnets capable of providing 1100G for ten seconds have

been constructed and installed. These magnets provide a number of benefits. At

very high fields, as for the |1〉− |2〉 mixture approaches the triplet scattering length

of −2240a0. Given such a large interaction, evaporation should take place much

faster. Whereas it used to take forty seconds to reach the degenerate regime, with

sufficiently strong fields degeneracy should be attainable in a matter of seconds,

minimizing trap loss due to noise and other forms of heating. Such strong magnets

also provide the chance of exploring the Feshbach resonance, which is predicted

to occur at around 850 G. As of yet, no definitive measurement of this Feshbach

resonance has been made.

The most pressing experimental problem is the changes in the CO2 laser beam
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as the AOM rf power is lowered. The beam misalignment and changes in ellipticity

ultimately limit how much cooling can occur, as the beam becomes increasingly

more clipped as the rf power is lowered. We believe that both of these effects are

due to temperature gradients in the AOM crystal. Decreasing the temperature of

the cooling water sent to the AOM does not alleviate this problem, since the center

of the crystal remains at a higher temperature than the walls while rf power is being

fed to it.

Since the heat cannot be removed quickly enough to prevent a temperature gra-

dient, and since external solutions have failed, one possible solution would be to

keep the rf power constant. This could be achieved by feeding in two frequencies

of rf power: the standard 40MHz and some lower frequency such as 30 MHz. The

two frequencies would produce two separate first-order beams. The beam due to

the 40 MHz frequency would be used as before. The beam due to the 30MHz fre-

quency would be blocked. As the 40 MHz frequency component of the rf power

was decreased, the 30 MHz frequency component would be increased so as to main-

tain a constant amount of rf power. In this manner, the heating of the crystal

should remain constant and the 40 MHz beam would have a constant direction and

ellipticity.

7.3 Future Outlook

Optical traps are in and of themselves useful tools, and our use of a commercial

CO2 laser in their creation has helped make optical traps generally accessible. Op-

tical traps have been used to make optical lattices. One-dimensional optical lattices

can be made by retroreflecting the laser beam through the trapping region while

maintaining its polarization; two- and three-dimensional lattices can be formed
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from additional retroreflected beams along the other orthogonal axes. Such optical

lattices can be used in quantum computation [88] and in the study of tunnelling

resonances [89]. Optical lattices are also promising for studies of high-Tc supercon-

ductors. Fermi gases trapped in an optical lattice are like atoms at the lattice sites

of a crystal, and are described by a Hubbard Hamiltonian, one of the theoretical

models of high-Tc superconductors [90].

Ultracold Fermi gases are of interest for their collisional properties. Precision

measurements of the electric dipole moment (EDM) of atoms [91] as well as atomic

clock measurements [92, 93] are limited by collisions between atoms, since those

collisions cause systematic shifts in frequency and limit the atoms’ coherence life-

time. An ultracold Fermi gas in a single superposition state is collisionless, and

thus should exhibit long coherence times.

Collective oscillations of a degenerate Fermi gas is a promising field of study. The

behavior of a two-component Fermi gas when it is allowed to oscillate depends on the

interaction strength between the two components. A |1〉−|2〉 6Li mixture has widely-

tunable interactions, allowing observations similar to those made in BECs [40,41,42].

The area of greatest promise is superfluidity. While the formation of Cooper

pairs may occur at experimentally-inaccessible temperatures [60], recent work has

shown that exploration of resonance superfluidity may be within our experimental

reach [16, 63, 17, 94]. In resonance superfluidity, a Feshbach resonance is exploited

to increase the scattering length dramatically. The resulting superfluid would be

neither a BCS superfluid nor BEC, as BCS superfluids have weakly-bound Cooper

pairs, while BECs are composed of bosons which in turn are composed of very

tightly bound fermions. Instead, it would lie somewhere between the two regimes.

This crossover regime has yet to be explored, and may involve surprising physical
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effects [62].





Appendix A

Split-Image Calculation

The ZnSe lens which focuses the CO2 laser beam into the MOT must be axially

placed with sub-millimeter accuracy. This is done using a split-image technique,

as explained in Chapter 3. In the split-image technique, the ZnSe lens, a glass

lens, and a screen are mounted on a translation stage. The location of the screen

relative to the two lenses is chosen so that, if the translation stage is moved until the

MOT is imaged by the glass lens onto the screen, the ZnSe lens is properly located.

This involves calculating the object and image distances of the glass lens used in

the procedure, and the calculation must take into account a number of factors if

sufficient accuracy is to be achieved. For one, the thin lens approximation cannot be

used; the image and object distances must be measured from the principal points

of the lens. (Figure A.1 shows the focal points and principal points of a plano-

convex lens, and the distances that will be used in the following explanation. This

information was taken from the 1999 Melles Griot catalog.) For another, there is

a .25 in. thick ZnSe window between the lenses and the magneto-optical trap; its

effect on the optical path length must be included in the calculation.

The location of the glass lens is not crucial. Its distance from the ZnSe lens

will be used in calculating the location of the screen. Once the ZnSe and glass

lenses have been placed on the translation stage, the procedure for determining the

191
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F H H’ F’

tc
fb

f f
h

Figure A.1: The focal lengths and principal points of a plano-convex lens. H and
H ′ are the principal points; F and F ′ are the two focal points of the lens. f is the
effective focal length of the lens, as measured from the principal points. fb is the
back focal length, as measured from the flat lens surface. (Note that the front focal
length, measured from the curved surface to F , is the same as the effective focal
length f , and so is not shown.) tc is the thickness of the lens. The hiatus h is the
distance between the two principal points.

screen’s location is as follows. First, the physical distance from the ZnSe lens to the

MOT must be calculated. Then, given that distance and the separation of the ZnSe

and glass lenses, the optical distance from the MOT to the glass lens is calculated.

From this the image distance is calculated, and at that distance is placed the screen

on which the MOT’s image is projected. Once that is done, the ZnSe lens can be

removed and the split-image technique performed.

We wish to place the ZnSe lens such that it and the MOT are separated by

an optical path length equal to the ZnSe lens’s back focal length fb. The physical

distance corresponding to this optical distance will be lessened by the effect of the

.25 in. thick ZnSe window between the lens and the MOT. The physical distance

dm will be

dm = fb − (n10.6 − 1) t, (A.1)

where n10.6 is the index of refraction of ZnSe for 10.6 µm light and t is the thickness

of the ZnSe window.
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Figure A.2: The distances involved in the split-image setup. dm is the physical
distance from the flat edge of the ZnSe lens to the MOT, dl is the distance between
the flat edges of the two lenses, and ds is the distance from the flat edge of the glass
lens to the screen. o′ is the physical distance corresponding to the object distance
o from glass lens to MOT; i is the image distance from glass lens to screen.

The physical distance o′ from the MOT to the glass lens’s first principal point

will be

o′ = dm + dl − tc, (A.2)

where dl is the separation between the two lens’s flat edges and tc is the thickness of

the glass lens. This physical distance will correspond to an optical (object) distance

of

o = o′ + (n671 − 1) t, (A.3)

where n671 is the ZnSe window’s index of refraction for 671 nm light.

The object and image distances are related by the usual formula,

1

o
+

1

i
=

1

f
, (A.4)

where f is the effective focal length of the glass lens. The physical distance at which
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ZnSe Glass
tc 0.1796” 0.1665”
h 0.1049” 0.05635”
fb 7.425” 3.8268”
f 7.5” 3.9370”

n671 2.507 1.517
n10.6 2.4028 -

Table A.1: Lens Characteristics

to set the screen, ds, is then

ds = i− (tc − h) , (A.5)

where h is the hiatus of the glass lens.

Table A.1 gives the characteristics of both the ZnSe lens which focuses the CO2

laser beam into the trapping region and the glass lens used for split-image detection.

The back focal length fb is calculated using a formula which is correct for a plano-

convex lens:

fb = f − tc
n

, (A.6)

where n is the index of refraction at whatever wavelength is appropriate: 10.6 µm

for the ZnSe lens; 670 nm for the glass lens.

Substituting the appropriate values from above into equation (A.1), we find the

physical distance dm from the ZnSe lens to the MOT to be dm = 7.074”. In our split-

image experiment, the glass and ZnSe lenses are separated by a distance dl = 1.075”.

The physical distance from the MOT to the glass lens is then o′ = 7.9825”, and the

optical distance is o = 8.3592”. The image formed by the glass lens will occur at

i =
of

o− f
= 7.4420”. (A.7)
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The screen is then placed a distance ds = 7.2483” from the glass lens. In practice,

the screen is placed by machining a square brass rod of the appropriate length, then

using that rod as the ruler by placing it between the glass lens and the screen.





Appendix B

The Computer-Controlled Timing
System

The computer-controlled timing system was developed in order to provide control

of a number of events in sequence via TTL logic, and to do so without depending

on the system of Stanford Research Systems (SRS) DG535 pulse generators that

was used in the past.

In the original scheme, several DG535s were employed and their internal clocks

synchronized to one another. Each DG535 has four outputs; however, these four

outputs cannot be arbitrarily controlled. After a DG535 is triggered, each of its

outputs can only change state once, either moving from low (0V) to high (+5 V)

logic or from high to low. Multiple DG535 outputs must be combined in order to

change states multiple times; this was accomplished either through options internal

to the DG535 or by connecting cables together through diode boxes which isolated

the DG535 outputs from each other. In addition, to maintain synchronization there

had to be one master DG535 from which all other pulse generators were triggered.

Creating a working timing scheme using this system was painful at best and

nearly impossible at worst. Changing a working timing system without starting

from scratch could take several days to accomplish.

In the current scheme, a computer independently controls thirty-two TTL-logic

197
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Figure B.1: A block diagram of the physical components of the timing system.

outputs. The state of each of those outputs, or channels, can be changed arbitrarily.

One disadvantage to this scheme is that the computer’s timing accuracy is limited

to about 100 µs. The benefit of increased flexibility far outweighs this disadvantage,

and this accuracy can be maintained over hundreds of seconds. In the few cases

which require greater timing accuracy we use a single DG535 which is triggered by

the computer-controlled timing system.

B.1 Physical Components

The timing system is controlled by a Dell Precision 420 computer with 768MB of

Rambus RAM. The amount of RAM is important, since the timing system software

creates a large matrix of logic states for each channel at each time step.

The actual signals are generated by a National Instruments PC-DIO-32HS

board, which provides 32 parallel digital input/output (I/O) channels. The board

is attached to a SCB-68 breakout box via a shielded cable. The SCB-68 makes each

of those 32 I/O channels accessible via terminal blocks, and also provides both a
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Figure B.2: Two Schottky diodes are placed from +5V to the BNC output signal
line and from the signal line to ground. These diodes limit the ringing which occurs
when the signal line changes state.

ground terminal and a +5V terminal.

Attached to the SCB-68 breakout box is a standard fifty-pin ribbon cable con-

nector. The pin layout of the connector is as follows: pins 1 through 32 are attached

to I/O channels 1 through 32, pins 45 and 46 are attached to the +5V terminal,

and pins 49 and 50 are attached to the ground terminal. A ribbon cable then carries

the trigger signals from the SCB-68 to a panel with thirty-two BNC outputs placed

near the experiment, one for each I/O channel.

Each of the BNCs is attached to two Schottky diodes of type 1N5711. These

diminish the amount of ringing and overshoot that occur on the digital channels.

Schottky diodes are fast-reacting diodes often used for cleaning up digital signals.

One diode goes from the signal connection to the +5V line; the other, from the

signal line to ground. In theory they keep the signal from going much above +5V

or below 0 V; in practice there is still a lot of ringing on the 100-ns time scale.
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B.2 The Basic Timing File

The software part of the timing system is rather complex, as it involves a Perl script

for preparsing timing files1, LabView code to run the I/O board, and LabView

modules written in C to create the channel state matrix that is sent to the I/O

board. The LabView code invokes the Perl script, which reads in a timing file and

writes a processed version of the file; the LabView code then reads in the processed

version and its C modules translate that processed file into a channel state matrix.

The LabView code also provides a user interface for loading timing files and running

timing sequences.

The timing file is a text file which defines which channels are to be used, what

names are given to each channel, and when the channels should change state. Their

layout is as follows:

1Perl was originally designed to process text files and create new ones from them, making
it a good language choice for this application. A number of books teaching Perl are available;
I recommend Programming Perl (known affectionately as “the camel book”), from O’Reilly &
Associates, Inc.
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[optional GPIB lines]

[total time] [delta t] [number of channels]

[Channel 1 name]

[initial state] [switching time 1] [switching time 2] ...

[Channel 2 name]

[initial state] [switching time 1] [switching time 2] ...

...

[Total time] is how long this particular timing sequence will run in seconds. [delta

t] is the time step for the timing sequence in seconds. This time step defines the

time unit for the switching times. [number of channels] is how many channels are in

the file.

Each channel is defined by two lines in the timing file. The first is the name

of the channel. The timing system displays this name in its user interface to aid

adjustment of individual channels. The second line defines the initial state of the

channel—either 0 for low (i.e. 0V) or 1 for high (i.e. +5V)—and a list of times

when the channel should change state. The times are given as integers in units of

delta t.

The timing file can optionally begin with one or more GPIB command lines.

GPIB is a data bus used to control lab equipment. The LabView program which

reads in the timing files can send GPIB commands to equipment before the timing

sequence begins. A GPIB command line is defined as:

GPIB: [GPIB address]: [GPIB string]
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Each GPIB device has a numbered address, from 1 to 15, and will accept different

command strings depending on its function. The LabView program sends the com-

mands in the GPIB string section to the device whose GPIB address matches the

one given in the GPIB command line.

A simple timing file looks like:

GPIB: 6: TM1;TL2.5

6.03 .0001 32

MOT Amplitude LSB

0 50000 50040 50041 50190 60041 60141

MOT Amplitude MSB

0 50040 50190 60041 60141

...

This example timing file runs for 6.03 seconds, has 32 channels, and a time step of

a tenth of a millisecond. The first channel controls the least-significant bit (LSB)

of the AOM amplitude which runs the MOT. It begins at 0 V, switches to +5V

after 5 seconds, switches low 4 ms later, switches high 100 µs after that, and so on.

Before the timing sequence begins, the string TM1;TL2.5 is sent to the GPIB device

at address 6.

There is one subtlety to making a timing file: there must be exactly sixteen

or thirty-two channels defined, even if not all of the channels are used. Otherwise,



B.3. THE PERL PREPROCESSOR 203

CIN

LabView
Program

Perl
Preprocessor

Timing
File

PC-DIO-32HS
Digital I/O Board

Figure B.3: A block diagram of the software components of the timing system.
The timing file is fed to each program in turn, as indicated by arrows. CIN stands
for Code Interface Node; the LabView modules which are written in C are CINs.

LabView will throw an unrelated error and not run the timing system. This appears

to be a bug in LabView.

B.3 The Perl Preprocessor

Many of our experiments involve varying the length of time for which atoms are

held in the CO2 laser trap. Changing a timing file in this event becomes difficult, as

the timing of so many events depends on the timing of other events. For example,

if one increases the length of time that atoms are held in the CO2 laser trap, the

time when the CCD camera probe beam is unshuttered and illuminating the camera

must be adjusted. Likewise, the CCD camera shutter must be open at a different

time. If a timing file as defined above is used, many numbers must be individually

changed to alter just one duration.

The Perl preprocessor addresses this deficiency. Before a timing file is parsed

by the LabView program, it is passed through a Perl script called parse-timing.pl.

Using this preprocessor it is possible to define variables, include files which define

other variables, and perform arithmetic functions using these variables. This allows
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flexibility in defining a timing file. Instead of defining the exact time when a probe

beam turns on, one can instead use variables to insure that the probe beam turns on

e.g. 10 ms after the camera shutter opens, regardless of when exactly that happens.

This approach allows the duration of any event to be adjusted simply by changing

one or two variables.

The addition of the preprocessor requires a change to the structure of the timing

files.

[Definition line]

[Definition line]

...

GPIB: [GPIB address]: [GPIB string]

[total time] [delta t] [number of channels]

...

The definition lines consist of variable definitions, comments, or Perl code. Any

number of definition lines, including zero, is allowed. There must be no blank

lines between definition lines, though whitespace is allowed on a line. The block of

definition lines is followed by one or more blank lines and then the original timing

file structure.

Of the three items listed above (variable definitions, comments, and Perl

code), only variables may appear in the actual timing section of the timing file.

Mathematical operations using variables are allowed inside the timing section,

but the variable must be the first element of the expression, and there can be no

whitespace in the mathematical expression. For instance,
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0 1000 $probe time+1000

is a perfectly valid line in the timing file, but

0 1000 1000 + $probe time

is not, because the variable does not come first in the expression 1000 +

$probe time and there is whitespace in the expression.

Variables begin with a $, and can consist of letters, numbers, underscores, or

dashes. Variables are defined when they are assigned a value: $variable = 100;. Note

that a variable definition line ends with a semicolon. The usual math functions are

allowed; $probe time = 10*$on time+30; is a valid variable definition, for example.

As this example also shows, variables can be used in the definition of other variables.

The only restriction is that any variables to the right of the equals sign must have

been defined earlier.

Comments are introduced by the # character, and continue from that point to

the end of the line. It is hoped that users of the timing system will use comments to

make their timing files more readable by humans rather than merely to add snide

remarks. Comments can be on a line by themselves, or can be placed at the end of

a variable definition or line of Perl code.

Perl code is marked by a @. The at symbol is not part of the code; it merely

signals the Perl script that what follows the @ should be treated as actual Perl

code. Using the @ symbol, Perl code can be embedded in the timing file, which is

otherwise not treated as Perl code. This ability is mainly used to include another
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file filled with variable definitions by using Perl’s require command. For instance,

@require “Decay.inc” would include the contents of the file Decay.inc in the current

timing file. Any file included in this manner must contain only variable definitions

and comments, and the file should be included in the Definition Line section of the

timing file.

The preprocessor replaces all instances of variables with the associated numbers,

and performs all mathematical operations listed in the timing file. Once it has done

all of this, it creates a new file which follows the timing file structure defined in

Section B.2.

B.4 LabView and C Code

Once the preprocessor is finished, the file it created is read in by a LabView program.

The LabView program then creates a large matrix of bit states, one bit for each

channel which is to be controlled. That matrix is passed to the PC-DIO-32HS,

which then changes the channel states at the appropriate times.

The first iteration of the timing system was written entirely in LabView. The

LabView program both parsed the timing file created by the Perl preprocessor and

created the associated channel state matrix. This version of the timing system was

unacceptably slow, and would take several days to create a matrix from a given

timing file. Fortunately, LabView provides Code Interface Nodes, or CINs, which

allow code written in another language to be called from LabView. This code is

often much faster than code written in LabView, since LabView uses a graphical

interface and emphasizes user comfort over raw speed. Using a CIN, the LabView

program calls a routine written in C, which in turn creates the channel state matrix.

The C code is orders of magnitude faster than the similar LabView code, and can
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create a matrix in a few seconds at most. All operations on the channel state matrix

are done using CINs and C code rather than LabView code.

Once this matrix has been created, the LabView program allows the user to

run the timing sequence once or loop the sequence until stopped by the user. In

addition, an individual channel can be set high or low for the duration of the

sequence, preventing it from changing state. The names of the channels as defined

in the timing file are displayed to make selecting the correct channel an easier task.

B.5 Example of Creating a Timing File

To conclude this appendix, I will demonstrate the creation of a timing file for

evaporation in the full CO2 laser well, from the initial determination of what events

need to happen when, to the final form of the timing file.

B.5.1 Sequence of Events

The sequence of events for full well evaporation is as follows. First, the CO2 laser

trap is loaded from the MOT for five seconds. Next, the frequencies and intensities

of the MOT and repumper beams are adjusted to produce a cooling phase for 20ms,

as explained in Section 3.4.6. Then the repumper beams are extinguished, allowing

the MOT beams to optically pump all of the atoms into the two lowest ground

states. This optical pumping phase lasts for 100 µs, after which the MOT beams

are extinguished.

Following this, the MOT magnets are turned off, one magnet’s polarity is re-

versed, and then both magnets are re-energized to provide the magnetic field nec-

essary for evaporation to occur. During evaporation, the backgoing beam chopper
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(Section 5.3.2) is lowered. After a variable amount of evaporation time, the magnets

are turned off and their polarity restored to the original state.

Following this, two camera images are taken. The first is an image of the atoms’

shadow; the second, a reference image containing only the laser light with no atoms.

From these the actual absorption image is calculated (Section 4.2). Because the

camera cannot take another image while it is transferring data from the previous

image to the computer, the two images are taken two seconds apart. Finally, the

system is returned to its original state in preparation for the next evaporation

sequence.

B.5.2 Mapping Events to Variables

After the proper sequence of events has been determined, the next step in creating

a timing file is to map each event to a variable in the timing file. Doing so allows

the actual timing of events to be modified easily.

When creating these variables, it is useful to define each event’s variable in terms

of when the event prior to it begins and how long the prior event lasts. For example,

I will define the “begin the optical pumping phase” variable in terms of when the

cooling phase begins and how long the cooling phase is to last. The standard time

step we use for all of our timing files is 100 µs, so all variables will be defined in

units of 100 µs.

Although there is a separate timing file for each different experiment, all of the

timing files share several things in common. The length of time of the MOT loading

phase is always five seconds; the cooling phase, 20 ms; the optical pumping phase,

100 µs. Mechanical shutters have an opening and closing time which must be taken

into account. To keep from having to repeat this information over and over, we
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created a separate file containing variables for this common information. That file,

Timing Include.txt, is then included in all timing files.

This file has three variables which control the length of time of the loading,

cooling, and optical pumping phase:

$mot loading time = 50000;
$mot cooling time = 200;
$mot optical pumping time = 1;

(Remember that the variables are in units of 100 µs each, so that a variable setting

of 200 is equivalent to 20ms.) It has two variables which account for the time it

takes for our mechanical shutters to open and close:

$shutter lead = 80;
$shutter lag = 150;

The first variable accounts for how long shutters take to open: 8ms. The second

accounts for how long they take to close: 15ms. There are four variables for the

camera:

$camera lead = 200;
$camera lag = 200;
$camera probe time = 10;
$wait before taking ref = 20000;

The first two are equivalent to the two shutter variables above, but are specifically

for the camera shutter. The third variable is how long a camera exposure is. Note

that camera exposure time is not equal to the probe beam’s duration. The fourth is

how long to wait between taking the shadow image and the reference image. Three

variables have to do with the MOT magnets:

$magnet turnoff = 10;
$magnet turnon = 20;
$flip mags delay = 4800;

The first two are how long the magnets take to turn on and off, while the second is

how long the relay which reverses the polarity of the MOT magnets takes to change
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Figure B.4: A block diagram of the optical setup which produces the MOT,
repumper, and slower beams. The actual AOMs, mirrors, shutters, and lenses
involved in the optical setup are shown in Figure 3.14.

state. Finally, there are two variables which have to do with full-well evaporation:

$fw evap time = 60000;
$backbeam = 0;

The former is how long to evaporate in the full CO2 laser well, and the latter is

when, after the MOT magnets are turned off, the chopper should be lowered. It is

set to zero because the chopper mechanism is driven by an air dashpot, and takes

several seconds to move even after the timing system sends the signal to lower the

chopper.

Given the contents of Timing Include.txt, we can now create the variables for

our timing file. The timing file will begin with the MOT loading phase’s settings.

Figure B.4 shows a block diagram of the optical setup which produces the MOT,

repumper, and slower beams. The timing system controls both of the AOMs and all
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three of the shutters shown in the diagram. The first events will involve the AOMs

in Figure 3.14, since they will be the MOT cooling phase, optical pumping phase,

and shut-off:

$mot cooling = $mot loading time;
$mot opt pump = $mot cooling + $mot cooling time;
$mot off = $mot opt pump + $mot optical pumping time;

All three of these events are referenced to when the prior event begins (which is at

time 0 for the loading phase) and how long the prior event should last.

As soon as the MOT beams are off, the magnets are turned off, their polarity

switched, and then turned back on. They remain on during for the entire full-well

evaporation period, then turn off and their polarity is restored.

$magnets off = $mot off;
$flipper on = $magnets off + $magnet turnoff;
$reversed magnets on = $flipper on + $flip mags delay;
$reversed magnets off = $reversed magnets on + $fw evap time;
$flipper off = $reversed magnets off + $magnet turnoff;

The two $flipper variables refer to the relay which reverses the MOT magnets’ po-

larity. Care is taken to ensure that the relay does not switch while current is flowing

through the MOT magnets.

Following that, two camera images are taken. This involves opening the camera

shutter, turning on a probe beam to illuminate the camera (and atoms, if any), then

closing the camera shutter. Figure B.5 shows a block diagram of the probe beam’s

optical setup. The timing system will control the probe shutter and AOMs in the 3/2

and 1/2 AOM arms; the two imaging AOMs will be controlled by the pulse generator.
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Figure B.5: A block diagram of the probe beam’s optical setup. The actual
AOMs, mirrors, and lenses involved in the probe beam’s optical setup are shown in
Figure 4.5.

$pulse gen trigger = $reversed magnets off+$magnet turnoff+$wait before probing;
$lpw1 = 0;
$lpw2 = $lpw1+1E-5;
$lpd = ”1E-5”;
$probe shutter open = $pulse gen trigger-$shutter lead;
$probe shutter close = $pulse gen trigger+100;

The probe beam AOMs are controlled by a Stanford DG535 pulse generator, since

accuracies of 10 µs are needed. The probe beam is blinded by two AOMs, which may

have different rise and fall times. To set how long the probe beam is on accurately,

the first AOM is turned on at $lpw1 seconds after $pulse gen trigger, then the second

one is turned on at $lpw2, allowing the second AOM to control the duration of the

probe beam. $lpd is the duration of the probe beam, also given in seconds. $lpw1,

$lpw2, and $lpd are given in fractions of seconds (such as 1E-5 for 10 µs) rather than

in integer multiples of 100 µs because they are sent via GPIB to the DG535, which
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uses seconds as its base unit. Finally, the two $probe shutter variables control when

the shutter shown in Figure B.5 is opened and closed.

Concurrent with the probe beam being turned on, the camera shutter must be

opened. The shutter will be opened before the pulse generator is triggered, and

closed after the exposure time (which is set in Timing Include.txt).

$camera shutter open = $pulse gen trigger - $camera lead;
$camera shutter close = $camera shutter open+$camera lead+$camera probe time;

After the first image has been taken, the CO2 laser is turned off to allow any

remaining atoms to escape and a second picture is taken.

$co2 off = $camera shutter close+$wait before taking ref-1000;
$co2 on = $camera shutter close+$wait before taking ref+100;

The CO2 laser is turned off briefly just before the reference image is taken. Follow-

ing that, the camera shutter is again opened and the probe beam is turned on.

$pulse gen trigger2 = $camera shutter close + $wait before taking ref;
$probe shutter open2 = $pulse gen trigger2-$shutter lead;
$probe shutter close2 = $pulse gen trigger2+100;
$camera shutter open2 = $pulse gen trigger2 - $camera lead;
$camera shutter close2 = $camera shutter open2+$camera lead+$camera probe time;

After the second image is taken, the MOT magnets can be turned back on, as

can the MOT beams. These should be the final events in the timing file, so the end

time will be referenced to it.

$magnets on = $camera shutter close2 + $camera lag + 1000;
$end time = $magnets on + 9;
$mot on = $end time - 1;

The extra 900 µs in $end time is to ensure that it is indeed the final event in the

timing file.

Even though we’ve reached the last event, a few things haven’t been taken into

account. The slower shutter should be closed when the MOT beams are turned

off, and re-opened when the MOT magnets turn back on at the end of the timing
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sequence:

$slower shutter close = $mot off - $shutter lead;
$slower shutter open = $magnets on;

Similarly, the MOT shutter should close when the MOT beams are turned off and

reopen at the end of the sequence (though without $shutter lead being taken into

account, as we don’t want the MOT shutter clipping the MOT beams while they’re

still on):

$mot shutter close = $mot off;
$mot shutter open = $magnets on;

The master shutter is a little more complex. It must be open any time the MOT

beams or probe beam are on. It will close when the MOT shutter closes, reopen

when the probe shutter does, close when the probe shutter re-closes, and open when

the probe shutter re-opens.

$master shutter close = $mot shutter close;
$master shutter open = $probe shutter open;
$master shutter close2 = $probe shutter close;
$master shutter open2 = $probe shutter open2;

The direction of the beams emerging from the AOMs depends on their temper-

ature, as explained in Section 3.4.5. Because of this, we keep the AOMs’ rf power

on as much as possible, so that the crystal remains warm and the intensity through

the double-passed AOMs remains near its maximum. We keep the MOT AOMs

warm by turning them on shortly after the MOT shutter closes and again shortly

after the probe shutter has closed:

$restart mot aos = $mot shutter close + $shutter lag;
$restart mot aos2 = $probe shutter close + $shutter lag;

Finally, the chopper must be lowered during full-well evaporation, then re-raised

at the very end of the timing sequence.
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Channel Chan. Name Channel Chan. Name
1 MOT Amplitude LSB 17 Hummer MSB
2 MOT Amplitude MSB 18 PMT Gate
3 MOT Frequency LSB 19 None
4 MOT Frequency MSB 20 CO2 Controller
5 Repumper Freq. LSB 21 MOT Magnet Flipper Logic
6 Repumper Freq. MSB 22 Master Shutter
7 None 23 None
8 None 24 Camera Shutter
9 None 25 Pulse Generator Trigger
10 Probe Shutter 26 Camera AOs Warming Trig.
11 Slower Shutter 27 None
12 MOT Shutter 28 None
13 Probe On/Off 29 None
14 Repumper On/Off 30 Backgoing Beam Chopper
15 None 31 None
16 Hummer LSB 32 None

Table B.1: Timing System Channel Assignments

$chop beam = $reversed magnets on + $backbeam;
$unchop beam = $end time - 1;

B.5.3 Mapping Event Variables to Channels

Once all of the events have been assigned variables, those variables can be assigned

to physical channels. Table B.1 lists the channel assignments for this timing file. The

“LSB” and “MSB” designations are for the least significant bit and most significant

bit of a multiplexer four-way switch, as explained in Section 4.3.2.

The first channels are the ones dealing with the MOT and repumper AOMs.

Those AOMs can be in one of four states: loading phase, cooling phase, optical

pumping phase, or off. Table B.2 gives the four states in terms of the MSB and

LSB of the appropriate multiplexer four-way switch. The table is valid for both the

frequency and amplitude settings.
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Figure B.6: Timing diagram for the MOT AOM LSB and MSB channels. The
LSB diagram is valid for channels 1 and 3 of Table B.1, the amplitude and frequency
LSB; the MSB diagram is valid for channels 2 and 4. The diagram is not to scale.
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Figure B.6 gives the timing diagram for the MOT frequency and amplitude LSB

and MSB channels, based in part on the settings given in Table B.2. The diagram

shows when the LSB and MSB channels change state, referenced to specific events

in the timing sequence. Based on that diagram, and using the variables from Sec-

tion B.5.2, the first four channels in the timing file are

MOT Amplitude LSB
0 $mot cooling $mot opt pump $mot off $restart mot aos $pulse gen trigger
$restart mot aos2 $pulse gen trigger2 $mot on

MOT Amplitude MSB
0 $mot opt pump $restart mot aos $pulse gen trigger $restart mot aos2
$pulse gen trigger2 $mot on

MOT Frequency LSB
0 $mot cooling $mot opt pump $mot off $restart mot aos $pulse gen trigger
$restart mot aos2 $pulse gen trigger2 $mot on

MOT Frequency MSB
0 $mot opt pump $restart mot aos $pulse gen trigger $restart mot aos2
$pulse gen trigger2 $mot on

The repumper AOM frequency LSB and MSB channels are similar to those for

the MOT AOM frequency, except that the repumper AOM can be left off during

the MOT AOM rewarming phases and the probe beam phases.

Repumper Frequency LSB
0 $mot cooling $mot opt pump $mot off $mot on

Repumper Frequency MSB
0 $mot opt pump $mot on

Channels 7, 8, and 9 are not used in this timing file, though for historical reasons

they will be set high.
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Channel 7
1

Channel 8
1

Channel 9
1

The three shutter channels switch states at times set by their eponymous vari-

ables. The probe shutter is initially closed, so its channel’s initial state is 0; the

other two shutters are initially open, so their channels’ initial state is 1. The probe

shutter is opened and closed twice, once for each time the probe beam is turned on.

Probe Shutter
0 $probe shutter open $probe shutter close $probe shutter open2 $probe shutter close2

Slower Shutter
1 $slower shutter close $slower shutter open

MOT Shutter 1
$mot shutter close $mot shutter open

The Probe On/Off channel controls whether or not the probe beam AOMs (in

the 3/2 and 1/2 arms of Figure B.5) are on. To keep the AOMs warm throughout

the experiment, the probe AOMs are left on until just before the probe shutter

is opened, turned back on when the pulse generator fires, left on until the probe

shutter opens a second time, and then turned back on when the pulse generator

fires a second time.

Probe On/Off
1 $probe shutter open $pulse gen trigger $probe shutter open2 $pulse gen trigger2

Similarly, the Repumper On/Off channel controls whether or not the MOT’s

repumper AOMs are on. As mentioned above, the repumper AOMs need only be

on when the MOT itself is on. Channel 15 is not used in this timing file.
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Repumper On/Off
1 $mot off $mot on

Channel 15
0

The Hummer LSB and MSB channels control the state of the ”Hummer,” which

produces the MOT magnets’ current. The Hummer can be in one of four states. In

this timing file, two states will be used: on (corresponding to MSB high and LSB

low) and off (corresponding to both channels low). The LSB channel will begin low

and stay low. The MSB channel will begin high, switching states when the magnets

are to be turned on or off.

Hummer LSB
0

Hummer MSB
1 $magnets off $reversed magnets on $reversed magnets off $magnets on

The PMT gate channel controls when the photomultiplier tube is active. In this

timing file, the PMT is not used. The CO2 Controller channel controls whether the

CO2 laser AOM is on or off; when the channel is high, the AOM is on and light

from the CO2 laser reaches the trapping region. The MOT Magnet Flipper Logic

controls the relay which reverses the MOT magnets’ polarity.

PMT Gate
0

Channel 19
0

CO2 Controller
1 $co2 off $co2 on

MOT Magnet Flipper Logic
1 $flipper on $flipper off

The polarity of the Master Shutter is opposite that of other shutters: when its
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channel is low, the shutter is open. The Camera Shutter has the same polarity as

the other shutters.

Master Shutter
0 $master shutter close $master shutter open $master shutter close2
$master shutter open2

Channel 23
0

Camera Shutter Trigger
0 $camera shutter open $camera shutter close $camera shutter open2
$camera shutter close2

The pulse generator is triggered by the rising edge of the Pulse Generator Trig-

ger channel. Because the pulse generator merely needs a rising edge, the channel

can return to its original state one time step after it changes state.

Pulse Generator Trigger
0 $pulse gen trigger $pulse gen trigger+1 $pulse gen trigger2 $pulse gen trigger2+1

Like the probe beam AOMs in the 3/2 and 1/2 arm, the imaging AOMs must

be kept warm. While those AOMs are normally controlled by the pulse generator,

the signal lines from the pulse generator are combined with the output from the

Camera AOs Warming Trigger line in a logical AND. The Camera AOs Warming

Trigger is on when the probe shutter is closed, and off when it is open. The lag of

the probe shutter must be taken into account when turning the channel back on.

Camera AOs Warming Trigger
1 $probe shutter open $probe shutter close+$shutter lag $probe shutter open2 $mot on

The only channel remaining to be defined is the Backgoing Beam Chopper.
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Channel 27
0

Channel 28
0

Channel 29
0

Backgoing Beam Chopper
0 $chop beam $unchop beam

Channel 31
0

Channel 32
0

The timing file will also require the GPIB commands for the pulse generator

and the line which defines how long the timing sequence will take, the time step

size, and the number of channels. The pulse generator’s GPIB address is 6; for an

explanation of the commands being sent to the DG535, please see the SRS DG535

manual.

GPIB: 6: TM1;TL2.5
GPIB: 6: DT2,1,$lpw1;DT3,2,$lpd+.001;DT5,2,$lpw2;DT6,5,$lpd;
$end time*.0001 .0001 32

The timing file is now complete. The variables’ definitions begin the timing

file, followed by the GPIB commands and the line defining how long the timing

sequence takes, and concluding with the channel definitions listed above. If, in the

course of running the experiment which corresponds to this timing file, one of the

times contained in the variables needs to be changed, the timing file must be edited

and then re-loaded into the LabView program once the current timing sequence has

ended.





Appendix C

Fermionic Density Calculation

The following Mathematica notebook will reproduce the calculations used to pro-

duce the density distributions from Chapter 6.

Definitions

phyconsts = { mass → 10�23, hbar → 1.055 ∗ 10�27, n0 → 1013,

U0 → (690 ∗ 1.381 ∗ 10�22), bohr → 0.529 ∗ 10�8 };

Calculate the Fermi density given a number of atoms. fermiGamma0 gives the γ0
value which corresponds to the given Fermi density for the appropriate # of atoms.

FermiN[N ] :=

1/π2 Sqrt[4/3] Sqrt[N (2π)3 6600 ∗ 6600 ∗ 340]/

(hbar/mass)3=2 /. phyconsts

FermiN[100000]

fermiGamma0[N ] := (FermiN[N]/n0)1=3 /. phyconsts

fermiGamma0[100000]

U(r) is the potential, and constX the “constants” in front of the γ terms.

U[r ] := U0 ∗ r2

constA[a ] := − (
8πa(n0)1=3/(6π2)2=3

)

constB[r ] := 2 mass U[r]/(hbar2 (6π2 n0)2=3)

constC[a , r , γ0 ] := -constB[r] + γ02 - constA[a] γ03

223
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oldeqn = γ2 - constA[a] γ3 - constC[a, r, γ0] == 0

This cubic eqn has a discriminant. When that discriminant is < 0, there is one
real and two imaginary roots. When the discriminant is 0, there are two real roots.
When > 0, there are three real roots. The proper solution to the above equation
has one real sol’n, and so exists only so long as the discriminant is < 0. Note: DO
NOT HAND-SIMPLIFY the following equation. For some reason, if you e.g. cancel
some of the constCs, Mathematica only returns two roots, both imaginary. Who
knows?

discrimLimit[a , γ0 ] := r /. Solve[

constC[bohr ∗ a, r, γ0]2 -

4 constC[bohr ∗ a, r, γ0]/(27 constA[bohr ∗ a]2) ==

0 //. phyconsts, r][[4]]

The Density Functions

Even though the density function for a = 0 doesn’t need the parameter “a” passed
to it, I leave it in so that it has the same calling pattern as the density function for
a != 0. The same for its limit.

NoADensity[a , r , γ0 ] :=

Sqrt[γ02 - (2 mass/(hbar2 (6π2 n0)2=3))U0 r2]3 /. phyconsts

NoADensityLimit[a , γ0 ] :=

Sqrt[γ02 hbar2 (6π2 n0)2=3/(2 mass U0)] /. phyconsts

And now, the density function for a != 0. NSolve returns an array of possible roots;
we select the proper one.

OldDensity[ayy , arr , gee ] :=

Module[{partnum = Evaluate[If[ayy < 0, 2, 3]]},

γ3 /. Part[NSolve[

oldeqn //. Flatten[{phyconsts, a → (bohr∗ayy),

r → arr, γ0 → gee}], γ],

partnum]]

A function which returns the proper density, regardless of whether a = 0 or a < 0.
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DensityFn[a , r , γ0 ] := If[a == 0,

If[r < NoADensityLimit[a, γ0], NoADensity[a, r, γ0], 0],

If[r < discrimLimit[a, γ0], OldDensity[a, r, γ0], 0]]

Calculate the number of atoms in a density distribution.

CalcNumber[a , γ0 ] := Module[{F, LIM},

If [a == 0, F = NoADensity; LIM = NoADensityLimit,

F = OldDensity; LIM = discrimLimit];

NIntegrate[4π n0 r2 F[a, r, γ0] /. phyconsts,

{r, 0, LIM[a, γ0]}] ∗ (2 U0 / (mass ∗ (2π 6600)2))

∗Sqrt[2 U0 / (mass ∗(2π 340)2)] /. phyconsts]

Plot[OldDensity[-.001, r, 1.870458],

{r, 0, discrimLimit[-.001, 1.870458]}]

Comparing the Various Density Distributions

I’ll need to calculate what central densities are required for various scattering lengths
given the condition that we have 100,000 atoms in each state.

fermiGamma0[100000]

CalcNumber[1250, 1.69334]

CalcNumber[1000, 1.72041]

CalcNumber[500, 1.78489]

CalcNumber[300, 1.81589]

CalcNumber[100, 1.85100]

CalcNumber[0, 1.87046]

CalcNumber[-100, 1.89144]

CalcNumber[-300, 1.93907]

CalcNumber[-500, 1.99693]

CalcNumber[-1000, 2.2431]

CalcNumber[-1250, 2.7889]
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Note that I can’t go to a much higher scattering length than -1200 a0. If I do, I
can’t pick a central density large enough to give me 100,000 atoms. For a < 0, as I
turn up the central density the # of atoms rises, then falls, never reaching 100,000.
For a > 0, as I turn up the central density the numerical solution never converges.
Why? you ask. Because I’m moving into the unstable region, where there are too
many atoms for a given scattering length.

Now I’ll collate all of these numbers into an array containing elements that are
equal to {scattering length, central density}. This array can then be mapped to a
function in order to plot the densities for all of these pairs at once.

LenGammaArray = {{1250, 1.69334}, {1000, 1.72041},

{500, 1.78489}, {300, 1.81589}, {100, 1.85100},

{0.00001, 1.87046}, {-100, 1.89144},

{-300, 1.93907}, {-500, 1.99693},

{-1000, 2.2431}, {-1250, 2.7889}};

Plot[Evaluate[Map[DensityFn[#[[1]], r, #[[2]]] &,

LenGammaArray]], {r, 0, discrimLimit[1250, 1.69334]}]

Plot[{DensityFn[0, r, 1.87046], DensityFn[-100, r, 1.89144],

DensityFn[-500, r, 1.99693], DensityFn[-1000, r, 2.2431],

DensityFn[-1250, r, 2.7889]},

{r, 0, NoADensityLimit[0, 1.87046]}]

Plot[{DensityFn[100, r, 1.9], DensityFn[300, r, 1.9],

DensityFn[500, r, 1.9], DensityFn[1000, r, 1.9],

DensityFn[1250, r, 1.9], DensityFn[0, r, 1.9],

DensityFn[-100, r, 1.9], DensityFn[-500, r, 1.9],

DensityFn[-1000, r, 1.9]}, {r, 0, discrimLimit[1250, 1.9]}]

Axial Distribution

Let’s find what the density distribution along the axis of the trap will be by tak-
ing the density distribution and integrating through rho. (Note that the trap has
cylindrical symmetry.)

neweqn = oldeqn /. r2 → ρ2 + z2

cylindLimit[a , z , γ0 ] := ρ /. Solve[
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constC[bohr∗a, Sqrt[ρ2 + z2], γ0]2

- 4 constC[bohr∗a, Sqrt[ρ2 + z2],

γ0]/(27 constA[bohr∗a]2) == 0 //. phyconsts, ρ][[4]]

cylindDensity[a , z , γ0 ] := If[

z < discrimLimit[a, γ0], NIntegrate[

2πρ OldDensity[a, Sqrt[ρ2 + z2],

γ0], {ρ, 0, cylindLimit[a, z, γ0]}], 0]

cylindDensity[-.001, 0, 1.9]

Plot[cylindDensity[-.001, z, 1.9],

{z, 0, discrimLimit[-.001, 1.9]}]

Plot[Evaluate[Map[cylindDensity[#[[1]], z, #[[2]]] &,

LenGammaArray]], {z, 0, discrimLimit[1250, 1.69334]}]

Plot[{cylindDensity[-.0001, z, 1.87046],

cylindDensity[-100, z, 1.89144],

cylindDensity[-500, z, 1.99693],

cylindDensity[-1000, z, 2.2431],

cylindDensity[-1250, z, 2.7889]},

{z, 0, NoADensityLimit[0, 1.87046]}]

Plot[{cylindDensity[-.0001, z, 1.9], cylindDensity[-100, z, 1.9],

cylindDensity[-500, z, 1.9], cylindDensity[-1000, z, 1.9]},

{z, 0, NoADensityLimit[0, 1.9]}]

Let’s make sure the cylindrical density integrates to the appropriate # of atoms.

NIntegrate[2 n0 cylindDensity[-1000, z, 2.2431] /. phyconsts,

{z, 0, cylindLimit[-1000, 0, 2.2431]}]∗
(2 U0/(mass∗(2π 6600)2))∗
Sqrt[2 U0/(mass∗(2π 340)2)] /. phyconsts
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